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Problem

Digital technologies hold tremendous potential to enhance societal wellbeing, including the 
protection and promotion of democracy and human rights. However, citizens, political leaders, 
and states are increasingly concerned about the way in which digital technologies can be used to 
curtail freedoms and oppress foreign and domestic population groups in liberal democratic and 
autocratic states alike. Digital authoritarianism has emerged as a policy-relevant description of 
this concern, but suffers from a lack of i) conceptual clarity, ii) relevant stakeholder consensus 
on areas of focus, and iii) strategic policy guidance for effective response. 
 
Background 
 
More than a third of the world’s population now lives under some form of authoritarian 
rule, and if we look at empirical measures like the Democracy Index, a majority of countries 
registered a deterioration in their average score or stagnated in 2022 – continuing a downward 
trend, accelerated by the global pandemic, to the worst average global score since the Index’s 
inception in 2006.1 At the same time, almost two thirds of the global population, 5.16 billion 
people, are now connected to the internet.2 And in 2022, global investment in Artificial 
Intelligence (AI) stood at $136.55 billion, with growth expected to accelerate further as recent 
trends with generative AI take shape.3  Moreover, some social media platforms, like Meta, yield 
revenues in excess of entire nation states. It is clear therefore that digital tools and platforms 
have expanded into virtually every area of human life, corresponding to an enormous potential 
for political, economic, and social discrimination and exclusion. In short, human freedoms are 
under threat, while new technologies continue a breakneck onward march.

Key political leaders and actors have therefore sounded the alarm. US Secretary of State 
Anthony Blinken, for example, has called for a response to “abusive technology, including digital 
authoritarianism” used “to stifle dissent, to surveil and censor”.4 And in 2023, President Joe 
Biden’s White House released its National Cybersecurity Strategy, accusing China of “exporting 
its vision of digital authoritarianism, striving to shape the global internet in its image and 
imperiling human rights beyond its borders”.5

The term “digital authoritarianism” is indebted to earlier ideas of ‘networked authoritarianism’, 
which describes an already “authoritarian regime embrac[ing] and adjust[ing] to the 
inevitable changes brought by digital communications”.6 Digital authoritarianism has 
therefore become a general term levelled at states like China, Iran, India, and Russia to mean 
“the use of digital information technology by authoritarian regimes to surveil, repress, and 
manipulate domestic and foreign populations”.7 Recent discussion has focused on how tools 
and technologies that include “censorship and automated surveillance systems”,8 present 
“overlapping and expanding challenges (1) within autocracies, (2) as tools to undermine 
adversaries, (3) via export to like-minded regimes, and (4) within and by democracies 
themselves”.9 Scholarship in turn has largely focused on Chinese and Russian models of 
digital authoritarianism,10 and digital authoritarian regional practices in the Middle East.11 
 

Executive Summary
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Report Structure

Taking the traditional understanding of digital authoritarianism as a point of departure, this 
report tasked 9 experts from a variety of regional focus areas and academic disciplines – 
inter alia comparative and international law, political economy, data studies, and media & 
communications – with offering their views on what digital authoritarianism means, what 
empirical factors drive it, and how we can develop theory around it that allows for a more 
global, inclusive conversation to address the various ways it might manifest in societies. This 
approach was specifically designed to include novel angles into and/or underrepresented voices 
in conversations about digital technology and policy, and so these contributions range from 
the Global South implications of AI ‘epistemic authoritarianism’, to the urgent (un)democratic 
potential of central bank digital currencies in global finance.  
 
An overview of the report structure and contributor papers appears below:

Part I: Digital Geopolitics

Part II: Infrastructures of Oppression and Resistance

“Whose Internet? Authoritarianism 
and the Struggle Over Governance”

Kal Raustiala (UCLA)

 
A comparative international law perspective 
on how California versus China models of 
internet governance emerged and are playing 
out in differing geopolitical strategic ambitions 
in multistakeholderism and multilateralism 
respectively.

“Foreign Actors and Digital 
Authoritarianism in Africa: Recent 
Trends on Methods and Their 
Human Rights Impacts”

Tomiwa Ilori (University of Pretoria)

 
Shows how foreign actors, including private 
firms, have sought to export authoritarian 
methods into Africa along two major trends: 
networked surveillance and information 
disorder. Notably, not only China but also 
Western states play host to these actors.

“An Infrastructural Approach to 
Digital Authoritarianism”

Mike Ananny (USC)

 
Replaces the traditional definition’s 
emphasis on tools and technologies with an 
understanding of digital authoritarianism as 
the unchecked creation and deployment of 
oppressive communication infrastructure. 
Thus, developing effective resistance strategies 
means acknowledging how these neutral-
seeming infrastructure’s genealogies—layers of 
history, skill, judgment, assumption, technique, 
language, revision, and contestation—are 
actually deeply political.

“Panopticons and Closing Civic 
Space: The Building Blocks of 
Digital Authoritarianism”

Courtney Radsch (UCLA)

 
Presents the risk complex digital infrastructures 
pose to democratic values, arguing 
extraordinary advances in computing power, 
and ‘datafication’ have led to:   
i) A misalignment of political and economic 
values perverting the public sphere through 
disinformation, propaganda, and harassment;  
ii) New digital national ID cards, social credit 
systems, and other forms of surveillance that 
close civic space, increase human rights abuses, 
and make anonymity impossible.
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Part II: Infrastructures of Oppression and Resistance (continued)

Part III: Global Digital Finance and Democratic In/Exclusion

Part IV: New Tech: Despotic Blockchains and Exploitative AI

“Protecting Digital Infrastructures, Assets, & Users from Bad Actors: An 
Empowering Story of JamiiForums from Tanzania”

Patricia Boshe (University of Passau)

 
A Tanzanian case study on how a democratic state can adopt authoritarian data practices, and yet be 
successfully resisted by local digital platforms whose data policies and offshore servers are better able to 
protect users from state overreach.

“Digital Finance and the Specter of 
Digital Authoritarianism”

Saule Omarova (Cornell)

 
Argues for the democratic adoption of a central 
bank digital currency (CBDC) as failing to do so 
leaves the global financial system vulnerable to 
authoritarian states like China who are already 
investing in this area. Leaving digital currency 
in the hands of private sector stablecoins 
moreover presents an internal challenge to 
democratic sovereignty.

“Undoing Democratic Social 
Citizenship? The Digitalization of 
G2P Payments and the Making of 
Private Digital Authoritarianisms”

Nicholas Bernards (University of 
Warwick)

 
Warns that the digitization of social transfers 
under the auspices of financial inclusion, 
encouraged by IGOs like the World Bank and 
large philanthropic nonprofits, can actually 
remove social protection systems from 
democratic accountability in favour of control 
by large private sector monopolies.

“Technocratic Despotism in The 
Network State”

Morshed Mannan (EUI)

 
Examines and critiques the recent libertarian 
push for a blockchain-enabled ‘network state’, 
and how its emphasis on exiting the nation-
state fails to account for principles of good 
political governance and the need for multi-
stakeholder perspectives, including the voice 
of feminist groups and indigenous communities.

“Platform Authority and Data 
Quality: Who Decides What Counts 
in Data Production for Artificial 
Intelligence?”

Julian Posada (Yale)

 
Argues for a novel conception of ‘epistemic 
authoritarianism’ in global digital platforms 
which rely on exploited labor, especially in 
Africa and Latin America, to assert ‘ground 
truth’ conditions in the generation, annotation, 
and verification of data meant for AI systems.
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General Findings and Recommendations
1. The Multilateral Challenge: How to Keep Friends and Influence People

Experts argue that states like China are increasingly exerting influence in multilateral settings to shape 
new models of digital governance, while Western liberal democracies are falling back on broader and 
decentralized multistakeholder approaches. 

‘Digital authoritarianism’ is already geopolitically coded against illiberal non-Western states like China, 
Russia, India, and Iran, which threatens its usefulness in multilateral initiatives. This is an acute concern 
moreover for winning over non-aligned or otherwise borderline states, whose reaction to the term might 
place common anxieties about digital technology second to geopolitical coding. 

Recommendation: 
States caught between the Global North language of digital authoritarianism and 
adverse reactions to it in the Global South should coordinate security policy needs and 
communication with broader diplomatic policy ambitions – especially in multilateral 
settings. Outside the G7 and groups like the Freedom Online Coalition, the language of 
digital authoritarianism is likely to frustrate cooperation.

 
2. Knots of Repression Beyond Authoritarian States

Experts highlighted that what is traditionally understood by digital authoritarianism can manifest in 
otherwise democratic contexts. The case of Tanzania, for example, shows that repressive digital practices 
can occur in democratic states, while the work on digital stablecoins, digital social transfer firms, and 
global AI platform labor supply, suggest that actors like private sector monopolies can undermine 
democracy both domestically and globally.

Digital technologies also present new entry points for repression that have otherwise been overlooked, 
such as FinTech privatization of crucial social transfer systems in Africa, effectively removing these from 
democratic accountability in favor of ‘financial inclusion’. Private international philanthropy groups and 
IGOs like the World Bank can (unwittingly) be complicit actors in these processes. 

Democratic states can also host private sector actors that export repressive digital technologies to other 
states, whether democratic or autocratic. The concentration of private surveillance firms in the EU and 
US, for example, can lead to an export of digital repression originating in democratic states.

The traditional definition of digital authoritarianism can therefore lead to dangerous blind spots in liberal 
democratic states as regards digitally-enabled reversals and exports toward authoritarianism. 

Recommendation: 
Focus on a broader set of non-state actors – especially in the private sector but also N/IGOs– 
along with practices involved in digital repression, while coordinating on security and (anti-
monopoly) industrial policy to avoid centralized ‘knots’ of power in the digital space. 
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3. Infrastructures, Not Tools 

Experts worry that a definitional and/or focus on specific tools and or technologies of surveillance, 
repression, and manipulation can redirect away from broader underlying infrastructures that enable 
their emergence. Infrastructures include technical dimensions that underlie digital technologies, for 
example server systems; as well as attendant social dimensions that include “genealogies—layers of 
history, skill, judgment, assumption, technique, language, revision, and contestation—that may seem 
boring and neutral, but are actually deeply political”.

On one hand, an emphasis on technical infrastructures means that digital policymaking ought to 
coordinate with both security and traditional ICT sector policy. For example, the Tanzanian case study 
shows how offshore servers used by a local social media platform allowed it to successfully resist 
repressive state practices.  There is strategic value therefore along the technical infrastructure pipeline, 
which (foreign) actors may be able to exploit according to differing ambitions. 

One the other hand, social cultures of digital innovation are also part of infrastructural analysis, and 
present a need for policy-driven incubation away from the development of “charismatic geniuses and 
[often libertarian] techno-utopian cultures” that have resulted in single-authority figures in digital 
technology, towards cultures that emphasize multistakeholder perspectives that include marginalized 
voices (global/domestic feminist, indigenous groups). 

Recommendation: 
Increasing coordinated and strategic investments in both global/domestic technical and 
social digital infrastructure spaces to align values, protect allies, and incubate bottom-up 
multistakeholder cultures of innovation.

In sum 

The traditional conception of digital authoritarianism can occlude broader 
challenges with digital tools, systems, and infrastructures that present globally 
with/to a variety of actors that include, but are not exclusively authoritarian 
nation states.

Opportunity  

Redefining and redeveloping the problem of digital authoritarianism in terms 
of a strategic digital governance framework that focuses on defined outcomes and 
measures (e.g. levels of digital/tech industry consolidation) with an increased potential 
for multilateral agreement. Initiatives like the Global Digital Compact can inform 
this framework, but further work needs to be done to tailor and operationalize digital 
strategy in domestic and foreign policy decision-making and standards development.
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Principal Investigators
Dr. Ziyaad Bhorat is a South African political theorist who works on automated technologies, 
global digital governance, and democratic politics. His work has been published in academic and 
general audience outlets across the US, UK, and South Africa, on topics ranging from Aristotle 
to AI judges. He holds a Ph.D. in Political Science from the University of California, Los Angeles 
(UCLA), where he also received his M.A. He also holds an M.B.A., and an M.Sc. (African Studies) 
from the University of Oxford, studying there as a Rhodes Scholar.

Ziyaad is currently a fellow at the Berggruen Institute, USC’s Center on Science, Technology, 
and Public Life, as well as a Technology and Human Rights Fellow at the Carr Center for Human 
Rights Policy at Harvard University. He has also worked in the digital media and telecoms 
industries across sub-Saharan Africa and on projects in these regions for companies like The 
Walt Disney Co. 

Martin Rauchbauer works at the intersection of diplomacy, policy, the environment, and 
the arts. He is the Executive Director of the Djerassi Resident Artists Program and the Co-
Founder of the Tech Diplomacy Network. Previously, after serving for two years as Austria’s first 
Tech Ambassador in Silicon Valley. During more than five years as Head of Open Austria and 
Austrian Consul in San Francisco, he shaped the emerging field of tech diplomacy, engaged in 
transatlantic digital diplomacy and digital human rights. He also developed digital humanism 
as a strategic focus of Austrian foreign policy. Martin initiated Open Austria’s “Art + Tech Lab”, 
and co-founded the European art + tech + policy initiative “The Grid”. he is currently a fellow 
at the Berggruen Institute focusing his research on how tech governance and diplomacy are 
conceptually based on our understanding of the human, nature, and technology.

Expert Contributors
Kal Raustiala is the Promise Institute Distinguished Professor of Comparative and 
International Law at UCLA Law School and Director of the UCLA Ronald W. Burkle Center  
for International Relations. His research focuses on international law, international relations, 
and intellectual property. His recent publications include “The Fight Against China’s Bribe 
Machine,” Foreign Affairs, October 2021 (with Nicolas Barile);  “NGOs in International 
Treatymaking,” in The Oxford Guide to Treaties (Oxford 2020); “ Hollywood is Running Out of 
Villains,” Foreign Affairs, August 2020; “Innovation in the Information Age: The United States, 
China, and the Struggle Over Intellectual Property in the 21st Century,” Columbia Journal of 
Transnational Law (June 2020); and “The Second Digital Disruption: Streaming and the Dawn 
of Data-Driven Creativity,” NYU Law Review (2019, (with Christopher Sprigman). His books 
include The Absolutely Indispensable Man: Ralph Bunche, the United Nations, and the Fight to 
End Empire (Oxford 2022); Global Governance in a World of Change (Barnett, Pevehouse, and 
Raustiala, eds, Cambridge, 2021); and Does the Constitution Follow the Flag? The Evolution of 
Territoriality in American Law (Oxford, 2009). The Knockoff Economy: How Imitation Sparks 
Innovation (Oxford, 2012) (with Christopher Sprigman), was translated into Chinese, Korean, 
and Japanese. In 2016 Professor Raustiala was elected Vice President of the American Society 
of International Law. He has taught at Yale Law School, Harvard Law School, Columbia Law 
School, Princeton University, the University of Chicago Law School, Melbourne University, 
Hebrew University, and the National University of Singapore. A graduate of Duke University, 
Professor Raustiala holds a J.D. from Harvard and Ph.D. from UC San Diego. Prior to coming 
to UCLA, he was a research fellow in the Foreign Policy Studies Program at the Brookings 
Institution and an assistant professor of politics at Brandeis. A life member of the Council 
on Foreign Relations, he has served on the editorial boards of International Organization and 
the American Journal of International Law. 
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 Julian Posada is a Postdoctoral Associate and incoming Assistant Professor of American 
Studies at Yale University, where he is also a fellow of the Yale Law School’s Information Society 
Project. His research integrates theories and methods from information studies, sociology, and 
human–computer interaction to study technology and society. He is currently researching the 
relationship between human labor and data production in the artificial intelligence industry. This 
project centers on the experiences of outsourced workers in Latin America employed by digital 
platforms to produce machine learning data and verify algorithmic outputs. Julian’s research has 
been published in several influential journals, including Information, Communication & Society, 
the Proceedings of the ACM on Human-Computer Interaction, and in book chapters published by 
Oxford University Press and SAGE. He is committed to public engagement and has published in 
Logic Magazine, Bot Populi, and Ethics in Context.

Tomiwa Ilori is a Postdoctoral Research Fellow at the Centre for Human Rights, Faculty 
of Law, University of Pretoria. His current research focuses on platform governance and 
accountability, data protection and communication surveillance law. He has worked in various 
capacities on digital rights and policy-related research and projects including those that focus on 
the international human rights system and new technologies. 
 

Nick Bernards is an Associate Professor in Global Sustainable Development at the University 
of Warwick. He is a political economist with research interests in the past and present 
intersections of labour, finance, and global governance. His work is historically-oriented, with 
an emphasis on how long-run legacies of colonialism have shaped the present context of 
sustainable development practice. Prior to starting at Warwick in 2017, he held a Postdoctoral 
Fellowship in the Department of Political Studies at Queen’s University, Canada, funded 
by the Social Science and Humanities Research Council of Canada. He completed a PhD in 
International Relations at McMaster University in 2016. Nick has published on a range of issues 
around labour, finance, and governance including colonial histories, agrarian finance, informal 
economies, technological change, and international labour regulation. His first book, The 
Global Governance of Precarity (Routledge, 2018), examines the governance of irregular forms 
of labour in sub-Saharan Africa through a historical study of the activities of the International 
Labour Organization. His most recent book, A Critical History of Poverty Finance (Pluto Press, 
2022) looks at the global history of efforts to extend financial services to the poorest. The 
book puts recent initiatives promoting the use of new financial technologies in the context of 
a longer history dating back to inter-war colonialism. The book draws on this history as a way 
of examining the limits of neoliberal models of development, showing how efforts to resolve 
poverty through the construction of new markets have often exacerbated existing patterns of 
uneven development.

Dr. Morshed Mannan is a Research Fellow at the Robert Schuman Centre for Advanced 
Studies at the European University Institute, working in the framework of the ‘BlockchainGov’ 
ERC Project. His research focuses on blockchain governance and, more broadly, on cooperative 
governance. He received his Ph.D. from Leiden Law School, Leiden University for his 
dissertation entitled: The Emergence of Democratic Firms in the Platform Economy: Drivers, 
Obstacles and the Path Ahead. He has published several articles in academic journals such as 
Policy & Society, Ondernemingsrecht, Georgetown Law Technology Review, Technology and Society, 
Topoi and Erasmus Law Review on topics pertaining to blockchain governance and the formation 
of a nascent type of cooperative business: platform cooperatives. 

He is currently co-authoring a book on blockchain governance with Dr. Primavera de Filippi and 
Dr. Wessel Reijers, under contract with a leading academic press. He is also editing a blockchain 
reader, containing primary materials and commentary from key developments and moments in 
the history of blockchain, with Dr. Primavera de Filippi and several colleagues. As a corporate 
law researcher, he has earlier published a book Freedom of Establishment for Companies in 
Europe (EU/EEA) with his PhD supervisor, Iris Wuisman. Morshed is a Research Affiliate of the 
Institute for the Cooperative Digital Economy at The New School in New York City, a CLARITY 
International Fellow of NCBA Clusa International, and has been called to the Bar of England & 
Wales and Bangladesh. He has also acted as a consultant on matters regarding decentralized 
autonomous organizations, and cooperative law and governance for the International 
Cooperative Alliance and NCBA Clusa International, and as an expert for the UN Department of 
Economic and Social Affairs, the OECD, the European Commission, as well as several local and 
national government bodies
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Dr. Patricia Boshe is a data protection trainer, researcher and consultant. She is a co-founder 
and co-director of the African Law and Technology Institute (AFRILTI); a research institute 
focusing on the interrelation between law, technology and society from an interdisciplinary 
perspective. She has more than 10 years’ experience as a law lecturer in Tanzania. Currently, a 
senior researcher at the Research Centre for Law and Digitalization (FREDI) at the University of 
Passau in Germany. Some of her research activities involve assessments and critiques on privacy 
and data protection in Africa. Her publication record includes a book on data protection, book 
chapters and over dozen of international referred journal articles, book reviews and practical 
legal comments.

Dr. Courtney Radsch is scholar practitioner working at the nexus of technology, media, 
and rights. Her work focuses on tech policy, platform governance, AI and influence operations, 
and media sustainability. Radsch writes and speaks frequently about these issues and has 
testified before Congress, participated in expert consultations at the United Nations, EU, OSCE, 
and OECD, and provided expertise to technology platforms on policy and product design 
and impact. She has led advocacy missions and media assessments in more than a dozen 
countries and trained journalists and activists around the world. She is a post-doctoral fellow at 
UCLA’s Institute for Technology, Law and Policy and a fellow at the Center for Democracy and 
Technology, the Center for International Governance Innovation, and the Media and Journalism 
Research Center. She has worked as a journalist in the Middle East, an international diplomat 
with UNESCO, and a human rights advocate with leading organizations including the Committee 
to Protect Journalists, Freedom House and ARTICLE 19. She is a founding member of the ACOS 
(A Culture of Safety) Alliance for journalist safety and the Christchurch Call Advisory Network, 
and works on responsible tech and platform accountability, content moderation, and countering 
violent extremism online as a member of the Global Network Initiative (GNI), the International 
Science Council’s Panel of Experts, and the Global Internet Forum to Counter Terrorism 
(GIFCT) International Advisory Committee.  Her book Cyberactivism and Citizen Journalism in 
Egypt: Digital Dissidence and Political Change was published in 2016 and she holds a Ph.D. in 
international relations.

Mike Ananny is an Associate Professor of Communication and Journalism at the University 
of Southern California’s Annenberg School for Communication and Journalism, where he 
studies the intersection of journalism practice and technology design, the public significance of 
digital news infrastructures, and the ethics of algorithmic systems.  He is also on the Steering 
Committee of USC’s Science, Technology and Society research cluster, a Faculty Fellow with 
USC’s Society of Fellows in the Humanities, and co-directs the interdisciplinary research group 
“MASTS” (Media as SocioTechnical Systems) and the Sloan Foundation project Knowing 
Machines (with Kate Crawford and Jason Schultz).  He was a 2022 Visiting Professor at the 
University of Helsinki Institute for Social Sciences and Humanities, a 2018-19 Berggruen Fellow 
at the Center for Advanced Study in the Behavioral Sciences at Stanford University, and has held 
fellowships and scholarships with the Columbia University’s Tow Center for Digital Journalism, 
Harvard’s Berkman-Klein Center on Internet and Society, Stanford’s Center on Philanthropy 
and Civil Society, the Pierre Elliott Trudeau Foundation, LEGO, and Interval Research.  He was 
a founding member of Media Lab Europe, a postdoc with Microsoft Research’s Social Media 
Collective, and has consulted for LEGO, Mattel, and Nortel Networks.  His PhD is from Stanford 
University (Communication), SM from the MIT Media Lab (Media Arts & Sciences), and BSc 
from the University of Toronto (Human Biology & Computer Science).  He has published in 
various academic and popular venues, is the author of Networked Press Freedom (MIT Press, 
2018), co-editor (with Laura Forlano and Molly Wright Steenson) of Bauhaus Futures (MIT Press, 
2019), and is preparing a manuscript on the public power of silence and mediated absences 
(under contract with Yale University Press). He has written for popular press publications 
including The Atlantic, Wired Magazine, Harvard’s Nieman Lab, and the Columbia Journalism 
Review.

Saule Omarova is the Beth and Marc Goldberg Professor of Law at Cornell University and 
a Senior Fellow at Roosevelt Institute. Her scholarship focuses on systemic risk regulation, 
financial technology, and structural trends in global financial markets. Prior to joining academia, 
she practiced banking law at a premier New York law firm, and served at the U.S. Treasury 
Department as Special Advisor for Regulatory Policy to the Under Secretary for Domestic 
Finance. In 2021, Professor Omarova was President Biden’s nominee for the U.S. Comptroller 
of the Currency. She holds a Ph.D. degree from the University of Wisconsin-Madison and a J.D. 
from Northwestern University.
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I. The Internet’s Origins

The Internet’s origins in California—the 
very first message was sent from UCLA 
to Stanford in October, 1969-- built a set 
of liberal and even libertarian elements 
into Internet governance from its debut. 
The Internet remained largely Californian, 
if increasingly American, for many years. 
With the birth of the first web browsers 
in the 1990s the Internet escaped its 
university and government settings and 
became a widely-adopted public good and 
commercial and social space. Over the last 
two decades the Internet fully globalized; by 
2018 more than half the world was online.1

As the Internet has dramatically 
transformed, authoritarian regimes—fearful 
of its implications for social movements 
and political organizing--have in turn 
increasingly sought to transform it. The 
Internet was widely extolled as a force for 
openness in the 2000s and early 2010s; 
indeed, as a “liberation technology.”2 
The reality has proved far more mixed. 
Authoritarian regimes, most notably China, 
have sought to clamp down on the original 
vision of a free and open Internet, and 
have done so with surprising success. They 
have increasingly cabined and controlled 
the Internet at home, often turning it 
into a powerful tool of surveillance and 
repression.3 

Externally, a sharper and less successful 
struggle has ensued. In forums ranging from 

the United Nations to the International 
Telecommunications Union (ITU) to the 
Internet Corporation for Assigned Names 
and Numbers (ICANN), the battle has been 
over who rules the Internet and how they 
rule. This competition between, broadly, 
a Californian and Chinese vision of the 
Internet—between liberal and authoritarian 
governance of the digital—has dominated 
21st century debate. Yet it has not fully 
played out as most theories of authoritarian 
international law expect. 

Sovereignty and stability have, as theories of 
authoritarianism expect, been central goals 
of Internet authoritarians.4 These regimes 
have increasingly extolled state control of 
digital flows. They have also stressed the 
importance—in an important and perhaps 
dangerous area of tangency with the West—
of digitally-derived and delivered “harms.” 
In extremis, they have even shut down the 
Internet.5

Yet rather than seek thinner forms 
of cooperation and looser global 
arrangements, authoritarian regimes have 
sought stronger global rules via delegation 
to multilateral organizations in which they 
have an important voice. Conversely, liberal 
democracies, in particular the U.S., have 
resisted these efforts. They have sought 
to limit and even avoid multilateralism. 
They instead attempted to entrench 
multistakeholderism: governance in which 
non-state actors rule and regulate alongside 
state representatives.6  These unusual 
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dynamics reflect not only the particular 
trajectory of the Internet but also the 
central role played by private actors in the 
digital domain from its very origins in mid 
20th century California.

II. International Law and Internet 
Governance

International law is facially neutral as to 
regime type. But in practice, at least since 
the Second World War international law 
has largely been dominated by democracies 
and often pushed forward, in its evolution, 
by the advanced industrial democracies of 
the OECD world. In the 21st century that 
tendency has abated and a counter-trend, 
of authoritarian international law, has 
emerged with greater force. To be sure there 
were always powerful authoritarian states 
with a major role in international law, not 
least the Soviet Union, a state with, among 
other roles, a permanent seat on the UN 
Security Council. But substantial aspects 
of international law, in particular economic 
law and to a degree as well human rights 
law, remained largely outside the Soviet 
reach and were predominantly forged by the 
West. 

Authoritarian international law has been 
prominently defined by Tom Ginsburg 
“as legal rhetoric, practices, and rules 
specifically designed to extend the survival 
and reach of authoritarian rule across 
space and/or time.”7 Much of the rise of 
authoritarian international law can be 
ascribed to the rise of China over the past 
25 years as a central player in world politics. 
But it is not limited to China. In the digital 
domain (and elsewhere) China has been 
joined by like-minded states, such as Russia, 
Iran, and Turkey, who seek to impose 
greater control over what they perceive 
as a dangerously open and free Internet. 
Domestically, China’s “Great Firewall” 
and a host of related efforts have shown 
President Bill Clinton’s infamous claim that 

controlling the Internet was akin to nailing 
Jello to the wall to be wholly false.8 Indeed, 
in recent years the Internet has become, 
in many respects, a tool of authoritarian 
governance, enabling regimes to maintain 
power, control, and legitimacy at great 
scale.9 

At the global level this has led to a deep 
conceptual and political divide over 
Internet governance. The early Internet 
was governed and generally seen as almost 
outside the state or traditional governance. 
It was populated and run by hobbyists, 
academics, and computer scientists. John 
Perry Barlow’s (in)famous 1996 “declaration 
of independence,” a paean against 
sovereignty in cyberspace, was utopian but 
emblematic of the (rapidly waning) era of 
the Internet’s inception.10 The early Internet 
was also strongly American. Virtually every 
early advance, every node, every theory 
of the Internet in the early days reflected 
its American academic roots--and federal 
DARPA funding. Even as the Internet 
became a commercial and popular platform 
in the 1990s the basic structure remained 
largely in private hands. This strongly 
private orientation continues as a practical 
matter today: the hardware of the Internet 
is largely not in state hands, nor are the key 
software and applications. The goal of the 
United States government was, and remains, 
an open and free Internet; an analogue to 
the vision of interdependent globalization 
the Clinton administration advocated in so 
many policy domains. 

As governance of the Internet moved from a 
quasi-volunteer system to more regularized 
regulatory institutions, this tendency 
remained. ICANN, for example, was 
deliberately funded by the US Commerce 
Department as a way to spin off regulatory 
activities from the federal government 
and—most importantly—insulate them 
from the now-looming specter of greater 
multilateral control. Formed in 1998 and 
headquartered in California, ICANN 
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was in part a reaction to early attempts 
by some governments to use existing 
international institutions, in particular the 
International Telecommunications Union, 
to govern what was now becoming a crucial 
global resource. The ITU had a strong 
claim to play a greater role with regard to 
digital communication. But for the US in 
particular, the ITU, with its one nation, one 
vote system, was too easily dominated by 
the authoritarian, the authoritarian-leaning, 
and the statist governments of the world. 

Efforts at greater state control continued 
in the early 21st century. In the fall of 
2011, for example, India issued a call to 
“place Internet governance under the 
auspices of the UN, or, as some have 
characterized it, ‘in a box with a UN label 
stamped on the side.’”11 Shortly after, the 
OECD countered with a Communique on 
Principles of Internet Policy-Making that 
expressly endorsed multistakeholderism 
over multilateralism. “Due to the rapidly 
changing technological, economic and 
social environment within which new policy 
challenges emerge,” the OECD declared, 
“multi-stakeholder processes have been 
shown to provide the flexibility and global 
scalability required to address Internet 
policy challenges.”12 

By the 2012 World Conference on 
International Telecommunications 
the struggle over which vision of the 
Internet-- the Californian or Chinese—and, 
relatedly, which model of governance—the 
multilateral or the multistakeholder--
would prevail came to a head. Held in the 
United Arab Emirates, the assembled states 
quarreled over how much control over 
“international telecommunications” (read, 
the Internet) to grant governments. The US 
delegation, refusing to sign a final text that 
it saw as yielding too much control to states, 
authoritarian or otherwise, declared that 
it would not support a treaty “that is not 
supportive of the multistakeholder model.”13 

The US was not alone in this view; many 
liberal democracies opposed, and feared, 
the move toward greater state control that 
was being increasingly pushed in global 
forums. French president Emmanuel 
Macron, in 2018, explained this view in 
exactly the terms laid out here. “To be very 
politically incorrect,” Macron declared,

We are seeing two types of Internet 
emerge…there is a Californian form of 
Internet, and a Chinese Internet. The first 
is the dominant possibility, that of an 
Internet driven by strong, dominant, global 
private players, that have been impressive 
stakeholders in this development, that 
have great qualities and with which we 
work, but which at the end of the day 
are not democratically elected. . . . On 
the other side, there is a system where 
governments have a strong role, but this 
is the Chinese-style Internet: an Internet 
where the government drives innovations 
and control.14

The UN itself increasingly has become the 
site of authoritarian governance initiatives. 
In late 2019, for instance, a resolution 
sponsored by a number of authoritarian 
states—Belarus, Burma, China, Russia, 
Venezuela, among others—established 
a new working group on cybercrime 
cooperation. The goal is a new treaty. But 
for many, the proposed treaty proposed is 
not really aimed at cybercrime, but rather at 
“who controls the Internet.”15

III. Multilateralism and 
Multistakeholderism

There is substantial evidence that 
authoritarian states behave differently than 
non-authoritarian states. In assessing the 
influence of regime type on international 
law, Ginsburg argues that:
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We should expect, ceteris paribus, less 
willingness to include broad third-party 
dispute resolution clauses in treaties, 
and shallower legal commitments with 
more flexibility. We should also expect 
authoritarians to be less interested 
in public visibility, both in the sense 
of making fewer public binding 
commitments, and being less willing 
to tolerate institutions that increase 
domestic transparency.16

Is this consistent with the empirical record 
in Internet governance? The answer is 
mixed. Authoritarian states have been more 
willing, not less, to rely on multilateral 
institutions to create binding commitments 
over Internet governance. They have 
resisted flexibility. They have sought 
stronger rules. They have generally wanted 
to see international law deployed as a tool 
of regulation and embedded in established, 
state-driven institutions with substantial 
bureaucratic capacity (such as the ITU). 
In these respects, the Internet seems to 
offer a marked contrast to what is normally 
predicted for authoritarian international 
law. 

On the other hand, the Internet governance 
debate illustrates other points commonly 
associated with authoritarian international 
law. Authoritarian states do seek to use 
international institutions to promote 
autocracy and they do aim to protect the 
state from the destabilizing influences 
borne by digital communications. They also 
seek to promote “collective” rights over 
individual freedoms. 

Yet on the largest points—should 
multilateralism be the chief form of 
governance; should international 
organizations play a key regulatory role; 
should unanimity or majority rule prevail—
the position of the major authoritarian 
states fits at best uneasily, and often largely 
at odds, with authoritarian international 
law’s predictions. And it is the liberal 

democracies, led by the U.S., who oppose 
multilateral governance vociferously. 

This rejection by the West of 
multilateralism and the embrace of 
multistakeholderism can be explained in 
several ways. Multistakeholderism has 
normative appeal for many states precisely 
because it allows a wide range of actors, 
public and private, into the circle of 
influence and decision making. For societies 
with a strong commitment to a vibrant 
public sector, this can seem a natural 
progression. As a result here is increasing 
attention to multistakeholderism today in a 
number of areas of global governance, such 
as global health (see e.g. the Global Fund; 
GAVI). 

This move underscores a growing concern 
on the part of some governments with 
traditional multilateral approaches to 
international law. And it reflects a perhaps 
shrewd political calculation. The policy 
preferences of powerful governments—
in particular, the advanced industrial 
democracies that are also the home of many 
well-resourced firms and NGOs—might 
be best realized indirectly through greater 
incorporation of a wide variety of private 
sector actors, rather than directly through 
traditional state-centric international law 
models.

And as political power increasingly 
disperses in the world, the appeal of 
traditional multilateralism is likely to 
diminish still further for the U.S. and 
its allies—and not simply due to the 
idiosyncratic and unreliable approach of 
the former (and perhaps future) Trump 
administration. In some settings, such as 
the UN Security Council, entrenched rules 
continue to favor traditional great powers. 
But many international legal bodies operate 
on a one nation-one vote system and are 
subject to increasing demands for inclusive 
leadership. The greater inclusion of private 
actors in international organizations that 
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has marked the last several decades is 
less a sign of governments ceding power 
than a sign that NGOs, firms, and the like 
bring valuable resources to the regulatory 
table.17 But in the vast majority of settings, 
participation by non-state actors is limited 
to voice but not decisions. 

What distinguishes multistakeholderism, 
and perhaps makes it increasingly appealing 
to powerful Western governments 
who foresee greater power dispersion, 
is precisely that it goes much further. 
By granting non-state actors direct 
governance roles, and ensuring that states 
cannot dominate global rulemaking, 
multistakeholder governance limits the 
ability of authoritarian states to steer 
governance in their direction. And with 
regard to the Internet, it does even more. 
The libertarian, California Internet of the 
past is indeed in the past. But many of the 
key Internet governance actors remain 
committed to such an ethos, and of course 
many of the most critical global firms that 
manage and dominate the Internet are 
Californian. That constellation of interests 
neatly allows the liberal democracies to 
achieve many of their preferences without 
directly wielding their power. 

None of this is to suggest that authoritarian 
states cannot control the Internet. Indeed, 
they do already. But at the global level 
that control is inherently limited. The 
entrenching of multistakeholder approaches 
over multilateral approaches—while 
perhaps not necessarily sustainable over 
the long term—helps to extend those 
limitations on authoritarianism, even in the 
face of rising coordination and power on 
the part of the authoritarian world. 

IV. Emergent Compromise?

The balance between multilateralism 
and multistakeholderism remains 
hotly contested. But the history of 
governance in the digital domain suggests 
multistakeholderism can operate effectively, 
even as security and other concerns 
complicate its future. Of course, classical 
economists thought much the same about 
the international economy and the trading 
system in the pre First World War era. If 
only certain limited commitments were 
made, such as no tariffs, use of the gold 
standard, and the like—the system would 
be allegedly self-regulating. But politics 
intruded to disrupt this system, which never 
really operated without state action anyway. 
And by the mid-20th century, after the 
world was repeatedly wracked by war and 
depression, the compromise of embedded 
liberalism, in the late John Ruggie’s famous 
phrase, took hold.18

Perhaps the same broad process is 
occurring today in the digital domain, as 
witnessed by increasing calls for regulation 
of global technology firms across the West. 
If so, over time some kind of embedded 
digital openness may take root, in which 
the Internet remains a single, broadly 
cohesive network, but with many national 
level controls to rein in the worst excesses 
of unfettered digital flows. Arguably 
the move to greater content regulation 
and moderation, the many restrictions 
on data and privacy being promulgated 
around the world, and new efforts to 
devise shared norms for state operations 
in cyberspace are evidence of such an 
emergent compromise, one pioneered by 
the European Union and its unparalleled 
regulatory powers.19
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I. Foreign Actors and Digital 
Authoritarianism in Africa

Digital authoritarianism now involves 
foreign actors in Africa. These actors 
work with African state actors to facilitate 
various digital authoritarian practices 
such as networked surveillance and 
information disorder. For example, the 
Chinese government supply African 
governments who have questionable 
human rights records with surveillance 
technologies while Russian entities plant 
troll farms to influence elections.1 Israeli-
based companies also sell privacy-intrusive 
spyware to African governments while a 
UK-based surveillance technology company 
once provided surveillance infrastructure 
to Uganda without ensuring adequate 
human rights safeguards are in place.2 
While these examples primarily show that 
authoritarianism has been reinvented in 
African countries for the digital age,3  they 
also show that it transcends borders and 
requires foreign actors to thrive. However, 
there are limited conversations on how to 
build resistance against these new methods 
of digital authoritarianism. Therefore, 
this contribution identifies how various 
stakeholders can resist these methods and 
trends of digital authoritarianism enabled 
by foreign actors.

II. Methods and Recent Trends in 
Africa

Digital authoritarianism has been described 
as the pervasive use of technologies by state 
actors ‘to surveil, repress, and manipulate 
domestic and foreign populations.’4 It 
has also been identified as ‘a new global 
force of disruption.’5 Deibert classifies 
digital authoritarian methods into four 
categories.6 The first-generation category 
are methods of information controls 
whereby domestic actors raise national 
cyber-walls to restrict their citizens’ access 
to global information infrastructure e.g. 
Great Firewall of China. This method has 
also been adopted in countries like Iran, 
Pakistan, Saudi Arabia and Vietnam. The 
second-generation category is characterized 
by using laws and regulations to compel 
private sector actors to provide backdoor 
software, facilitate state-ordered censorship 
and comply with surveillance requests. 
African countries like Zimbabwe, Ethiopia, 
Nigeria, Tanzania, Uganda, Zambia, 
Mozambique and Cameroon all have laws 
requiring private sector actors to provide 
for backdoor tools to access citizens’ data.7 
The third-generation method involves 
targeted espionage and surveillance thereby 
becoming more offensive rather than being 
defensive like in the first- and second-
generation categories. Recently, Rwanda 
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was reported to have put the phone of 
South African President, Cyril Ramaphosa 
on a list of people to be targeted by Israeli-
made Pegasus spyware.8 The last category, 
which emerged in the past decade, is the 
assertion of one or two of these methods at 
the international level by foreign actors that 
seek to export their authoritarian methods 
worldwide. This latest method has also 
found its foothold in African countries.

Considering that digital authoritarianism 
also involves foreign populations and 
given Deibert’s fourth categorization, it is 
without doubt that its practice requires 
foreign actors in African contexts. While 
the influence and interests of foreign actors 
in African countries take many forms, as 
far as it relates to digital authoritarianism 
in African countries, these influence and 
interests are noticeable in two major trends: 
networked surveillance and information 
disorder.9 

Networked Surveillance 

According to the Business Research 
Company, the global surveillance 
infrastructure market is currently estimated 
at US$130.08 billion.10 Most surveillance 
companies are concentrated in Europe with 
23 out of 27 European Union countries 
having surveillance companies.11 The 
United Kingdom has the most companies 
followed by France, Germany, Italy and 
Sweden. These companies provide various 
surveillance services including setting 
up surveillance infrastructure and selling 
surveillance tools to other countries. 
Israel, the United States, Russia and China 
are also renowned for their surveillance 
companies.12 These technologies, which 
include GPS tracking devices, video area 
persistent surveillance and commercial 
spyware have been purchased from 
some of these countries and have been 
indiscriminately deployed by African 
governments under the guise of ensuring 
national security.13 

In particular, there have been debates 
about the rise of Chinese surveillance 
technologies and what it means for human 
rights and democracy in Africa.14 Currently, 
China’s investments in digital infrastructure 
in Africa is mainly driven by its Digital Silk 
Road (DSR) initiative.15 The DSR initiative 
is China’s socio-economic narrative that 
focuses ‘solely on connectivity and the 
digital economy.’16  
 
Fig 1:  

Source: Deutsche Welle, 201917 
 
Some of the projects of the DSR include 
Safe City (Huawei) and Smart City (ZTE) 
projects involve the deployment and use of 
Chinese surveillance technologies.18 These 
projects are sold to African governments 
based on the claim that they will help curb 
crimes but this is not usually the case as 
crime rates have actually increased in most 
places Huawei technologies have been 
deployed and used in African countries.19 
African countries in partnership with 
Huawei to develop their Smart City project 
include Algeria, Botswana, Côte d’Ivoire, 
Egypt, Ethiopia, Ghana, Kenya, Mauritius, 
Morocco, Nigeria, Rwanda, South Africa, 
Uganda, Zambia and Zimbabwe while 
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ZTE has a smaller presence, with projects 
launched in only five countries: Egypt, 
Ethiopia, Nigeria, Sudan and Zambia.20 In 
addition to this, while the DSR initiative as 
a whole may have positive overall impacts, 
they are still used by African governments 
to suppress dissent in countries like 
Ethiopia, Uganda and Zambia.21 The DSR 
initiative and surveillance technologies 
in Africa also obscure another important 
dynamic in China-Africa relations  – the 
Sino-African economic relationship.22  

Between 2003 and 2020, foreign direct 
investment from China to African countries 
was estimated at US$49 billion while as 
at 2018, China’s total lending to African 
governments and their State-Owned 
Enterprises (SoEs) is estimated at US$148 
billion.23 Given this relationship, most 
African governments may be willing to 
look the other way when it comes to 
assessing China’s human rights records or 
ensuring that human rights are complied 
with considering African governments also 
have questionable human rights records 
themselves.24  

Source: The Wall Street Journal, 201925

In addition to China, Israeli-based 
surveillance companies have also been 
linked to African countries. For example, 
in a study by Citizen Lab, Pegasus, a 
spyware has been found on internet service 
providers in Togo, Algeria, Morocco, Cote 
D’Ivoire, Tunisia, Kenya, Rwanda, South 
Africa, Uganda and Zambia.26 The Ethiopian 
government has also engaged the services 
of surveillance companies in Italy, the 
United Kingdom and Germany.27 

It is important to note that the focus on 
Chinese surveillance technologies should 
also not obscure the fact that other 
countries in Europe discussed above 
are also part of the global surveillance 
industry.28 It is also important to note that 
while China’s human rights records may 
be worrisome, it remains unclear how 
or whether it is foisting its surveillance 
methods on African governments.29 Such 
influence might be difficult to justify 
because it absolves African governments 
of any responsibility to resist such 
technologies. 

Fig 2: China’s surveillance-related projects in Africa
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The methods and recent trends above point 
to one major issue: European countries, 
China, Israel and others with surveillance 
companies deal with African governments 
when it comes to enabling surveillance 
practices. Therefore, notwithstanding the 
domestic democratic values that exist in 
Western or Eastern countries, they still 
facilitate these practices which are also 
rights-averse in African countries. This 
relationship suggests that foreign actors, 
whether state or non-state, are a network 
of surveillance actors that facilitate digital 
authoritarianism in African countries. 

Information Disorder

Foreign influence efforts promoting various 
forms of information disorder have targeted 
at least 24 countries across the world since 
2013.30 These disorder manifests mostly 
through disinformation campaigns and at 
least 72% of these efforts were made by 
Russia, China, Iran and Saudi Arabia.31  

In African countries, these efforts are 
often deployed during elections and they 
are mostly geared towards pro-Russian 
conversations and alignment of domestic 
actors towards Russian interests.32 These 
efforts have been ongoing in at least 20 
African countries where disinformation 
campaigns were deployed to distort 
information on various local and 
international issues. Oftentimes, these 
efforts are carried out by proxy through 
local organizations in African countries. For 
example, in 2020, social media platforms 
uncovered Russia-led troll farms in Nigeria 
and Ghana targeting the United States,33 
while more recently, it was noted that 
Russian disinformation campaigns helped 
drive French forces out of Burkina Faso.34 
China has also been identified to spread 
some of these efforts across African 
countries. 

In addition to this, a report by Stanford 
Internet Observatory analyzed 73 Facebook 
pages linked to Russian foreign efforts in 
six countries namely Libya, Sudan, the 
Central African Republic, Madagascar, 
Mozambique, and the Democratic Republic 
of the Congo. The report noted that these 
efforts were focused around Russian-
aligned actors and politicians through 
impersonation and propaganda.35

III. Human Rights Impact

Digital authoritarianism has raised many 
concerns including its impacts on human 
rights in Africa.36 Digital authoritarian 
methods such as networked surveillance 
and information disorder as facilitated by 
foreign actors for African governments 
pose huge risks to digital freedoms such 
as online expression, privacy, association 
and assembly and various other rights.37 For 
example, in 2011, surveillance technologies 
supplied by a UK-based company to the 
Ugandan government were used to target 
political opposition and the media.38 This 
has also been the case in Ethiopia, Nigeria, 
Zimbabwe, and many other countries where 
surveillance technologies are purchased and 
deployed for extra-legal practices without 
transparency or accountability.39 

Oftentimes, governments’ basis for these 
practices is to ensure national security or 
public order.40 However, in most instances, 
these bases are neither to ensure national 
security nor public order but to satisfy 
and sustain the whims of autocratic 
governments.41 These instances are 
particularly worrisome especially given how 
African governments have now mandated 
digital identification for their citizens. 
Currently, at least 48 African governments 
have a national identity (national ID) 
system which involves collection of 
personal information in exchange for 
accessing public services. Some of these 
services include accessing public amenities, 
immigration services, voting during 
elections etc.
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Due to the collection, processing and 
storage of personal information of 
individuals that is usually involved to 
roll out national IDs, it has become 
necessary that such systems are used only 
when adequate human rights safeguards 
are in place.42 This is because African 
governments collect a lot of personal 
information about their citizens but there 
are usually no adequate human rights 
safeguards for such data. For example, 
out of all the 48 African countries with 
national ID systems, only 20 countries have 
data protection laws and functional data 
protection agencies (DPAs) to implement 
such laws.43 

Information disorder is also known to 
have negative human rights impacts. These 
impacts may be seen in their potential 
to reduce public trust in the internet as a 
public good and how it has surreptitiously 
manipulated citizens’ rights to hold 
opinions that could inform their social and 
political views and choices.44

Taking all these methods by foreign 
actors together, the digital civic space 
also faces existential threats as digital 
authoritarianism seeks to exert state 
control over its citizens. Online publics are 
unable to network without circumvention 
technologies and are constantly faced with 
threats to their lives. It is also important 
to note that most African governments 
assisted by these foreign actors have been 
known to harass and threaten vulnerable 
groups like migrants, sexual minorities, and 
political prisoners in Africa.45 

These analyses show an obvious pattern 
that foreign actors facilitate digital 
authoritarianism in African democracies 
and this violates human rights, threatens 
the digital civil space and makes the 
vulnerable even more vulnerable. However, 
the responsibility on how to resist these 
impacts need to accommodate more than 
just foreign and domestic actors but also 
include broader international actors.

IV. Resistance Strategies

From the methods, trends and impacts 
of foreign actors in digital authoritarian 
practices in Africa, one point is clear, there 
is need for collaboration and capacitating 
at-risk groups. This is because digital 
authoritarian practices such as networked 
surveillance and information disorder 
primarily maximize technologies for 
pervasive control, therefore counter-
measures that seek to resist must be 
dynamic, be ready to wrestle such control 
from foreign actors and ensure that African 
governments obey the rule of law in their 
digital policies and practice.

One means of countering digital 
authoritarian practices in African countries 
is through collaborative efforts among 
governments, civil society (domestic and 
international), academia, at-risk groups, 
international and regional institutions. 
While this is a difficult task, it is possible. 
This is because given the extra-territorial 
nature of digital authoritarianism today, 
neither domestic nor international counter-
measures alone can work. There is need 
for stakeholders to network and commit 
to countering these practices as foreign 
and domestic actors themselves. One goal 
for collaboration may be to research these 
methods, trends and impacts even far 
beyond this contribution to help inform 
their strategies. For example, there is need 
for standard-setting when it comes to 
the role foreign actors play in facilitating 
digital authoritarianism practices in African 
countries. Foreign actors also need to 
be made more responsible by ensuring 
rigorous due diligence practices including 
human rights impact assessments of 
surveillance technologies before they are 
deployed in any African country. This will 
involve making human rights protection as 
a condition precedent for engaging in such 
relationship with African governments and 
not an after-thought. 



25
Decoding Digital Authoritarianism 
Foreign Actors and Digital Authoritarianism in Africa

Another means of countering such 
measures is through collaborative advocacy 
on transparent and accountable foreign 
actors. Purchase, transfer and use of 
surveillance technologies must be subject to 
radical transparency practices that provide 
basis for such technologies and makes them 
accountable where harm arises as a result of 
their use. In this instance, advocacy should 
be directed at both foreign and domestic 
actors in order to spotlight how networked 
authoritarianism impacts human rights 
and importantly, why they must be held 
accountable. 

In addition, in many instances where 
foreign actors facilitate digital authoritarian 
practices in African countries, the rights 
of civil society actors and vulnerable 
groups have been most impacted. Given 
the tough work of resisting such practices, 
it is equally important that these actors 
and groups are kept safe. Such safety can 
be ensured by providing various digital 
security measures for at-risk civil society 
actors and vulnerable groups. These 
measures include digital security and safety 
training, providing digital security tools and 
practicing consistent digital hygiene. 

V. Decoding Foreign Actors in 
Digital Authoritarian Practices 

In order to properly decode digital 
authoritarianism in African countries, it 
is important to identify the various actors 
involved in its practice. This contribution 
identifies foreign actors including 
international governments and businesses 
as facilitators of authoritarianism in African 
countries. It identifies the various methods 
involved, the current trends and the impacts 
of these trends on human rights in Africa. It 
notes that in the course of facilitating digital 
authoritarianism for African governments, 
foreign actors indirectly violate human 
rights and this calls for counter-measures 
from various stakeholders. It concludes 
that such counter-measures must be 
collaborative and capacitate at-risk actors 
and groups to resist networked surveillance 
and information disorder as facilitated not 
just by foreign actors but also by domestic 
actors in African countries. 
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I. Digital Authoritarianism as 
Infrastructural

Starting from a standard working definition 
of digital authoritarianism (DA) – “the use 
of information technology by authoritarian 
regimes to surveil, repress, and manipulate 
domestic and foreign populations”1–I want 
to suggest that the concept can more richly 
be seen as the unchecked creation and 
deployment of oppressive communication 
infrastructure.  A focus on infrastructure 
offers a broader and more powerful way 
forward for counter-authoritarianism than 
the emphasis on tools and technologies that 
often dominates DA discussions.

I try to illustrate this claim with two stories, 
a definition of DA infrastructure, and a 
short tour of places where DA infrastructure 
appears today.  I end by suggesting three 
ways that an infrastructural view of 
digital authoritarianism could drive new 
approaches to counter-authoritarianism.

II. Two Stories

In Shake Hands with the Devil,2 his memoir 
as the force commander of the United 
Nations (UN) Assistance Mission during 
the 1993-94 Rwandan genocide, Canadian 
Major-General3 Roméo Dallaire recounts 
how a chilling infrastructural calculus 
fueled an authoritarian slaughter.  He had 
been pleading with the UN to shut down 
Rwanda’s Radio Télévision Libre des 

Mille Collines (RTLM) station, a major 
communication channel that was fomenting 
violence, directing attacks, and officially 
sanctioning genocide.  Dallaire determined 
that countless lives could be saved if 
RTLM were eliminated through some 
combination of “jamming, a direct air strike 
on the transmitter, or covert operations.”4  
Only the United States military had the 
resources to do any of these three things 
but the Pentagon decided not to intervene 
against RTLM.  It concluded that the cost 
($8500 per hour for a signal-jamming 
aircraft) and legal uncertainties (blocking 
a country’s radio waves would violate 
national sovereign) were too great to justify, 
even though its own research agreed with 
Dallaire’s assessment in estimating that 
destroying the radio station would likely 
have saved 8,000-10,000 Rwandans. 
Dallaire later wrote that the “haunting 
image of killers with a machete in one hand 
and a radio in the other never leaves you…
In some villages, radio was like the voice of 
God.”5

Fast forward to 2017 and Myanmar’s 
Facebook-fueled atrocities against the 
Rohingya.  As the United Nations,6 Amnesty 
International7, and communication 
scholars8 have documented, Facebook’s 
(now Meta) quickly dominated almost 
all aspects of everyday life in Myanmar. 
This monopoly made it possible for 
state security forces to use the platform 
to coordinate attacks on the Rohingya 
quickly and effectively. As many people in 
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Myanmar observed at the time, Facebook 
is the Internet.”9  The US company had the 
power to shape and control the country’s 
online life, with devastating impacts on the 
Rohingya people:

• “Meta’s content-shaping algorithms 
were amplifying harmful content, 
including advocacy of hatred, in 
Myanmar as early as 2014”10

• The UN found Facebook’s responses to 
authoritarian uses of its platform to be 
“slow and ineffective” and the company 
was unable to provide “country-specific 
data about the spread of hate speech on 
its platform”11

• Though Facebook chief Mark 
Zuckerberg testified in 2018 to the US 
Congress that Facebook would hire 
“dozens of more Burmese-language 
content reviewers, because hate 
speech is very language-specific” one 
investigation found that, at the time, 
the company “had only five Burmese 
language speakers to monitor and 
moderate content for Myanmar’s 18 
million Facebook users.”12

• Facebook labeled four anti-
government organizations “dangerous 
organizations,” banning them from 
using the platform to organize counter-
authoritarian actions13

In these stories of both Rwanda and 
Myanmar we see authoritarianism and 
genocide enacted not just by “information 
technologies” or through neutral “tools” but 
through a broader, more subtle, systematic, 
and messier set of infrastructures.  These 
infrastructures play out in:

• legal theories of national sovereignty 
that respect radio waves;

• financial costs of deploying life-saving 
airplanes;

• bureaucratic calculations of military 
operating costs versus human lives;

• violence emerging from confluences of 
portable technologies like radios and 
machetes;

• ranking algorithms that make hate 
speech seem ubiquitous and popular;

• corporate timelines, definitions, data 
practices, and strategic priorities that 
hamper counter-authoritarian efforts;

• technology company CEOs placating 
regulators with polished admissions of 
failures to manage the complexities of 
their own systems, with promises to do 
better;

• and English-dominated technological 
cultures that leave many marginalized 
populations literally unheard. 

Seen as such, authoritarianism is not about 
using tools but creating and deploying 
infrastructures.  Though some studies 
suggest broader and more complexly 
intertwined socio-technical images of DA,14 
an infrastructural view is both a more 
accurate image of authoritarian power and 
a better framework for digital counter-
authoritarianism.

III. Defining Infrastructure

Following long-standing Science and 
Technology Studies (STS) scholarship, I 
define infrastructures as largely hidden 
and taken-for-granted relationships among 
people, material, and language.  They bring 
people, objects, and built environments 
together.  They make some actions seem 
routine, expected, and “normal”.  They rely 
on a network of people and standards that 
are usually out of the public eye.  And they 
often only become visible when they break 
down.  Railroads, electricity grids, sewers, 
streetlights, air traffic control, undersea 
internet cables, and geosynchronous 
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satellites are all infrastructures that need 
vast and complex relationships among 
people, materials, machines, skills, and rules 
to operate successfully. Most people never 
give them a second thought – until a train 
derails, lights go out, A/C fails, flights are 
delayed, websites do not load, or algorithms 
make nonsensical recommendations.  In 
a relatively short time, the internet, social 
media platforms, algorithmic systems, 
and artificial intelligence have all started 
behaving like infrastructures.15

Infrastructures are both utterly boring 
and deeply political.  Indeed, part of their 
power comes from their ability to hide in 
plain sight and draw little attention while 
governing almost all aspects of life.

They depend upon seemingly neutral tests, 
terms, categories, and definitions that are 
often developed by bureaucracies and 
weakly connected to expert judgment or 
critical review, but that are created and 
deployed with seeming objectivity.  An 
air traffic controller’s “safe” separation of 
planes may be carefully calculated, publicly 
regulated, and reflect years of revision in 
light of changes in aircraft technology, 
near-misses, and crash investigations.  In 
contrast, many of the seemingly objective 
concepts, language, and guidelines driving 
social media platforms (like “hate speech”, 
“political ad”, “community standard”, “trust 
and safety”) are new, privately developed, 
and hotly contested.16  These words—and 
the politics underlying them—are what 
make infrastructural breakdowns of social 
media so hard to trace and understand as 
powerful.  It is easy to see when a train goes 
off the tracks, a cable breaks, or a satellite 
drifts out of orbit, but it is much harder to 
agree that a recommendation algorithm is 
“right”, a machine learning systems is “good 
enough”, or that a social media platform is 
“safe.”

The world is made of infrastructures 
with genealogies—layers of history, 
skill, judgment, assumption, technique, 

language, material, mistakes, revision, and 
contestation that may seem boring and 
neutral, but are actually deeply political.

If you accept an infrastructural view of 
DA then new approaches to counter-
authoritarian come into focus. All of the 
ways that digital infrastructures are subtly 
made, politically powerful, and constantly 
unfolding become starting points for reform 
and resistance. If DA is infrastructural, 
where exactly are its relationships?  And 
how do these relationships offer new ways 
to counter authoritarianism?

IV. Infrastructural Approaches to 
Digital Authoritarianism

In his 2020 Massey Lectures, University of 
Toronto cybersecurity scholar Ron Deibert 
argues that although digital technology 
platforms enable

a new type of ‘digital authoritarianism’ 
to flourish, it would be a mistake to 
conclude that the effects of social media 
are limited to a group of bad actors 
‘over there.’ In fact, the most disturbing 
dynamics are playing themselves out 
within nominally liberal democratic 
countries17

One way to see how digital authoritarianism 
is not just “over there” is to examine the 
digital communication infrastructures in 
ostensibly stable and sophisticated Western 
democracies.18  But, as STS scholars show, 
well-working infrastructures like domestic 
DA infrastructures are usually invisible.  
They can become visible in dramatic 
moments—like the so-called Canadian 
“Freedom Convoys” of 2022 or the January 
6th attacks on the US Congress—but 
they are otherwise hard to see.  Scholars, 
activists, and policymakers can see 
infrastructures and their invisible power by 
learning to do what STS scholars Bowker 
and Star call “infrastructural inversion.” 
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This method involves looking

closely at technologies and 
arrangements that, by design and by 
habit, tend to fade into the woodwork…
recognizing the depths of technical 
networks and standards, on the one 
hand, and the real work of politics and 
knowledge production on the other…
[giving] them causal prominence in 
many areas usually attributed to heroic 
actors, social movements, or cultural 
mores.19

Though there is not space here to fully 
explore applying infrastructural inversion 
to DA, I want to use the approach to 
show at least five ways that DA appears 
within largely invisible, and seemingly 
apolitical domestic digital communication 
infrastructures:

• The Charismatic Genius
• Strategic Simplifications
• Endless Iteration
• Tamed Ideals of the Public
• Synthetic Media

I briefly discuss each of these dynamics, 
aiming to show how seemingly innocuous 
and mundane infrastructural relationships 
hide domestic digital authoritarianism in 
plain sight.

1. The Charismatic Genius

As Morgan Ames shows in her critical 
study of the One Laptop Per Child 
program,20 as Rob Reich argues in his 
history of US philanthropy,21 and as Julia 
Sonnevend shows in her examination of 
Victor Orban’s “charm”,22 many Western, 
domestic images of progress depend upon 
the myths of charismatic genius and the 
largess of individuals (mostly men) with 
superhuman intelligence, inexhaustible 
personal fortunes, and visions of new 
worlds.23  The idea that geniuses can save 
societies is a subtle form of authoritarian 
appearing today in things like fawning 

profiles of Elon Musk’s inventiveness;24 
hopes that Jeff Bezos will save journalism25 
or that Bill Gates will end climate change;26 
Mark Zuckerberg’s (discontinued) annual 
“personal challenges” of individual and 
societal transformation;27 the interstellar 
colonialism of Richard Branson’s once 
celebrated “Virgin Orbit” venture;28 
Peter Thiel’s “seasteading” on artificially 
constructed, utopic floating islands 
liberated from politicians;29 or Twitter 
adjusting its content moderation policies 
on the fly, to accommodate Trump tweets 
that would otherwise have violated its 
community guidelines.30  The charismatic 
genius says that he can fix this world or 
invent an entirely new one.

The largely Western myth of a person 
smart, powerful, and wealthy enough able 
to create change through infrastructure is a 
kind of invisible, background ideology that 
leaves many of the assumptions driving 
infrastructures unseen and unchecked.  
The charismatic genius may spend his 
money with good intentions and spur 
activity that seems to liberate us from 
bureaucracy.  But he is also a dangerous 
and authoritarian figure because of his 
assumption that complex public problems 
can be solved through the singular vision of 
wealthy individuals. He makes politicians 
and publics alike beholden to his creativity, 
expertise, and infrastructural interests – a 
subtle but powerful mix of charisma, hope, 
celebrity, charm, and authoritarianism.

2. Strategic Simplifications

Similarly, in C.W. Anderson’s dissection of 
tech manifestos,31 David Karpf’s archival 
analyses of WIRED magazine rhetoric,32 
and Fred Turner’s history of democratic 
technologies,33 we can see how charismatic 
geniuses and techno-utopian cultures boil 
down complex and nuanced ideas—like free 
speech—into soundbites, marketing, and 
zealotry.  At Georgetown University, Mark 
Zuckerberg asserted a theory of free speech 
that just happened to align with Facebook’s 
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business model;34 in a now deleted blog post 
Twitter co-founder Jack Dorsey offered 
both an apology for the platform’s decline 
under Elon Musk and a new theory of free 
speech infrastructure aligned with his latest 
venture;35 and Elon Musk recently collapsed 
Twitter’s complex recommendation 
infrastructure into a single design that 
highly ranked his own tweets.36

Charismatic geniuses often craft strategic 
simplifications in order to see hard 
problems in their own terms, as products 
and policies underpinning and advancing 
the infrastructures that they control.  These 
simplifications are enticing and comforting 
with an almost religious promise of 
betterment, but they need faith, control, 
and bounded definitions.  Simplifications 
promise focus, stability, and efficiency.  
They recast complexities within and 
across massively scaled communication 
platforms, climate crises, pandemics, 
political unrest, artificial intelligence—
what Candace Callison calls a “syndemic” 
view of contemporary life37--into actions 
and solutions that need authoritative 
infrastructures.

3. Endless Iteration

As Neff and Stark argue in “Permanently 
Beta”38 and Hapt does in “Facebook 
Futures”,39 technology companies are 
always promising that better days are 
almost here.  They promise that they 
are continually improving, that they are 
listening to customers and regulators, that 
they are investing in better products and 
policies, and that they can be trusted to 
improve the lives of people and the health 
of society if they are just given enough time, 
self-direction, and freedom to fail on their 
own terms.  They apologize, sympathize 
with users, minimize fallout through 
crisis communication techniques, cite the 
complexity and unknowability of their own 
systems as reasons for errors, and try to 
reposition corporate failings as symptoms 
of larger social and cultural forces beyond 

their control.40  The charismatic geniuses 
who “move fast and break things” 
promise that more iteration will lead to 
neater simplifications, stronger problem 
definitions, and better solutions.

Users, citizens, regulators, politicians and 
activists must work within these cycles of 
iteration.  They have to study each cycle 
of shock and exception41 for clues about 
how it is like or unlike earlier innovations.  
They must ask whether they can withstand 
more experimentation before fleeing for 
an alternative infrastructure (if one exists) 
and try to see how failures are unevenly 
distributed to the most vulnerable in 
society.  They need to ask hard questions 
about whether they really have the power to 
counteract endless iteration, and what the 
costs would be of rejecting infrastructures 
that are not getting better fast enough. The 
ritualized apologies and confessions of 
the charismatic geniuses become ways of 
stalling, controlling timelines, and crafting a 
seemingly reasonable commonsense about 
how technologies are genies that cannot 
be put back in the bottle, just worked with 
and ameliorated.  The largely invisible 
and normalized narrative of endless 
infrastructural iteration seems to be the 
only rational way forward in the face of 
unavoidable, inevitable harms that might, 
eventually, be lessened.  This loop is a subtle 
form of infrastructural authoritarianism.

4. Tamed Ideals of the Public

DA infrastructure can also subtly and 
gradually control and compress the 
meaning of “public,” making public life less 
easy to imagine and realize as anything 
other than what authoritarians prefer.

Though the word has a long, fraught, 
and nuanced history—defined as 
everything from state performances42 
and media institutions43 to shared social 
consequences,44 resistance movements,45 
and data cultures46— contemporary 
creators of digital infrastructures routinely 
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manipulate the concept of publicness.  
Twitter maintains a list of “public-interest 
exceptions” to its policies that includes its 
own corporate definition of “public.”47  The 
committee investigating the January 6th 
congressional attacks found that Twitter 
failed to follow these exceptions, “to avoid 
penalizing conservatives, particularly 
then-president Trump.”48  Since Elon Musk 
purchased Twitter, the platform has banned 
journalists without due process and hosted 
more climate misinformation and hate 
speech than ever before – all under the 
guise of creating a more open forum for 
public debate.49  TikTok regularly uses an 
amplification technique called “heating”—
usually reserved by social media platforms 
for content like public health warnings or 
election information—to instead “court 
influencers and brands, enticing them into 
partnerships by inflating their videos’ view 
count,” blurring the lines between public-
interest and business-driven amplification.50  
And even after Musk’s authoritarian 
actions after acquiring Twitter—banning 
journalists, hosting misinformation, leaking 
private messages—many cities still refuse to 
stop using Twitter for civic communication, 
claiming that they have few other good 
options and that they are powerless to 
counter Musk’s authoritarian changes.  Even 
if a city’s constituents wanted to avoid using 
Twitter as a source of public information, 
city administrators seem unwilling to reject 
Twitter and it remains a key platform for 
public information and discourse.51  Even 
more insidious, the platform can become 
the only place to express outrage about 
the power of the platform and call for its 
redesign, as was the case when suicide 
prevention advocates found themselves 
needing to use Twitter to demand that 
Musk reinstate Twitter’s suicide-prevention 
tools.52

While there is no agreed upon meaning 
of “public” among scholars, activists, 
and policymakers, when authoritarian 
infrastructures have the power to define 
the public interest, unilaterally make 

public interest exemptions, and capture the 
spaces where public officials communicate 
with constituents, public life becomes 
smaller, narrower, easier to manipulate.  
The meaning and realization of “public” 
becomes beholden to the geniuses, 
simplifications, and iterations of DA 
infrastructures.

5. Synthetic Media

Finally, as recent scholarship and 
journalism show, one of the newest and 
potentially most powerful forms of DA 
infrastructure is systems that fabricate 
media entirely.

Using vast, often proprietary, and under-
studied datasets and “large language 
models,”53 actors of various kinds 
(corporations, states, artists, journalists, 
activists) can now use machine learning 
to create text, audio, imagery, video of all 
kinds that look like original, human-created 
media but that are actually generated 
by machines.  Some scholars go so far 
as to suggest that artificial intelligence 
systems are state actors.54  Unlike earlier 
eras of media criticism that traced the 
people, organizations, and interests behind 
news narratives and public relations 
campaigns,55 this machine-generated 
content emerges from a poorly understood 
mix of computational systems that can, 
by design, include “hallucinated,” fictional 
information.  It is not only hard to know 
whether such media are truthful or the 
extent to which people were involved in 
their creation, it can be virtually impossible 
to see and trace all the statistical systems 
driving them – a kind of oppression-by-
automation that resists traditional forms 
of critique and resistance.  Variously 
called “synthetic media” or “generative 
artificial intelligence” such expressions can 
range from innocuous and entertaining 
to nefarious and oppressive – e.g., an 
AI-created children’s story describing a 
complex scientific phenomenon, disaster 
simulations that spur preparedness, or 
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fabricated stories that ruin reputations, spur 
investigations, or strategically distract news 
audiences.56

While the power of synthetic media is still 
unclear, it already has the hallmarks of 
DA infrastructure – largely invisible data, 
specialized expertise, vast and complex 
systems, seemingly boring operations that 
can cause spectacular failures, uncertain 
outcomes that are hard to anticipate and 
prevent

V. Ways Forward

Considering these five dimensions 
together, a picture emerges of digital 
authoritarianism that is more than just 
the use of neutral tools by oppressive 
actors.  An infrastructural view of DA 
shows how authoritarianism does not 
have to be overt oppression; rather, as 
digital authoritarianism scholar Ron 
Deibert argues, oppression can also be 
“confusion, ignorance, prejudice, and 
chaos.”57 An infrastructural model of DA 
shows how subtle forms of authoritarianism 
can slowly emerge from social, cultural, 
and technological forces that are often 
invisible, taken for granted, and resting 
upon ideologies of genius, simplification, 
iteration, tamed public, and hallucinated 
realities.

What is to be done?  I suggest three 
recommendations.

First, as STS scholar Leigh Star urged many 
years ago, fund and celebrate the study of 
“boring things.”58  While there is tragically 
no shortage of headline-grabbing examples 
of violent and oppressive authoritarianism, 
we should prioritize the study of seemingly 
uninteresting or innocuous infrastructures 
in two ways: (a) look for infrastructural 
forces in the obvious examples of 
authoritarian oppression; and (b) go 
the other direction to ask what forms of 
authoritarian oppression infrastructural 
forces could create.

Second, demystify infrastructures.  Resist 
the explanations, excuses, and apologies 
offered by the self-defined geniuses.  
Question who benefits from infrastructures 
that are too big and complex to be traced 
and held publicly accountable.  Call out 
the power that comes from creating and 
deploying opaque systems.  See how 
infrastructural failures often exacerbate 
injustices and inequitably distribute harm to 
those already lacking social and economic 
power.  Demand access to the cultures, 
communities, and closed rooms that create 
complex infrastructures; do not mistake 
access to server data with cultural insight 
and public accountability.  Identify what 
makes DA infrastructures both powerful 
and vulnerable, and then attack their 
infrastructural weaknesses in ways that 
lessen their power.

Finally, imagine and work to realize 
alternative infrastructures that can counter 
digital authoritarianism (e.g., end-to-
end encryption, federated platforms like 
Mastodon, business models that reject 
surveillance capitalism). Simultaneously, 
understand the trade-offs that new, 
alternative, seemingly liberatory counter-
authoritarian infrastructures always entail.59   
Be able to articulate the public standards 
that counter-authoritarian systems should 
meet and do not confuse the community 
dynamics of counter-authoritarian hackers 
with the public interests of diverse, 
infrastructural constituents.60

By centering an infrastructural model of 
digital authoritarianism, I do not mean 
to minimize the difficulty, necessity, and 
power of shutting down a tool, blocking 
an actor, or using a more obvious form 
of technological force.  Rather, by seeing 
digital authoritarianism as infrastructure we 
may see new, subtle, powerful, and currently 
invisible ways to counter oppression and 
build public life.
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I. Democratic Values at Risk

The combination of generative AI, 
ever increasing computational power, 
and insatiable datafication provides 
authoritarian governments with the tools 
to monitor and control their citizens more 
effectively than ever before, leading to a 
further erosion of freedom and autonomy. 
Yet as this essay highlights, there is a 
perilously thin line separating digital 
authoritarianism from digital governance 
and public safety initiatives more broadly. 

Digital authoritarianism refers to the use 
of technology and digital platforms by 
those in power to control, monitor, and 
manipulate public opinion and information 
and restrict civic space. It often focuses on 
tactics -- such as censorship, surveillance, 
propaganda, and manipulation of online 
content – to the exclusion of the underlying 
sociotechnical infrastructure and the 
capabilities that are being built. This is a 
shortcoming that must be addressed as 
advanced technologies and algorithmic 
systems become increasingly pervasive and 
creating new potentialities to turbocharge 
digital authoritarianism. The rapid pace 
of AI advances and their deployment 
throughout all facets of daily life exacerbate 
the potential to deploy prophetic and 
predictive manipulation, especially when 
the underlying economic and political 
incentives are not aligned with democratic 
or liberal emancipatory values.    

This essay examines how the fabric of 
digital authoritarianism is being woven 
through monitoring, datafication and AI, 
shrouding the public sphere and civic space 
in surveillance and control and challenging 
the notion that there is meaningful 
distinction to be made between digital 
authoritarianism and digital democracy, 
meaning that it is only the political 
designation that distinguishes the two. I 
illustrate this in three parts, and consider 
the implications for journalism. The press 
has been considered a fundamental pillar 
of democratic systems, and a free press 
correlates with good governance and less 
corruption, but digital authoritarianism 
imperils journalism and risks rendering 
the press obsolete. Part II focuses on 
understanding the building blocks of 
digital authoritarianism, which are often 
indistinguishable from the building blocks 
of any other type of political system in 
the age of AI. Part III examines how the 
misalignment of political and economic 
values perverts the public sphere 
through disinformation, propaganda, and 
harassment and what this could mean for 
the future of journalism and independent 
media. Part IV analyzes how national ID 
cards, social credit systems, and other forms 
of surveillance lead to closing civic space, 
human rights abuses, and the impossibility 
of anonymity. The lack of anonymity means, 
for example, that journalists can no longer 
offer sources protection and whistleblowers 
will face far steeper penalties. 
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II. The Building Blocks:  Data, 
Surveillance, AI, and Computing 
Power

Advances in engineering and manufacturing 
have permitted hereto untold types of 
information and signals to be turned 
into data. Extraordinary advances in 
computational power coupled with 
decreasing computational costs enable 
governments and the private sector to 
process and analyze ever larger amounts 
of data.1 The application of complex math 
and machine learning approaches like 
reinforcement learning, adversarial learning, 
and neural networks to make sense of all this 
data produces new insights, learning, and 
predictive possibilities. But these also enable 
governments to more effectively track and 
monitor citizens and contribute to closing 
civic space worldwide.  

The root of the datafication problem is 
the creation of certain types of data in 
the first place. Then its external storage 
and ownership model, since most data is 
collected, stored, and “owned” by third 
parties. This enables its commodification, 
aggregation, and integration with other 
systems, which in turn fuels machine 
learning and AI systems. “The more the 
computing power, the faster we can feed 
the data to train the AI system, resulting 
in a shorter span for the AI to reach 
near-perfection,” as the CEO of a fintech 
institution put it.2

Much of this datafication can be beneficial 
to our daily lives, used to improve health, 
public safety, the environment, and the 
like. But the relentless collection, storage, 
and analysis of vast amounts of personal 
and collective data in public, private, and 
intimate spaces3 also lays the groundwork for 
digital authoritarianism through improved 
decision-making and predictive algorithms 
that can then be used to deter and prevent 
undesirable speech or behavior.  

Even with appropriate safeguards in place, 
they can too easily be lifted or abrogated 
amid shifting political winds or economic 
developments. 

Surveillance, monitoring, and datafication 
are pervasive and inescapable in many 
countries and communities.4 More and 
more data are being created and collected in 
civic spaces, from the digital public sphere 
to the physical public spaces where daily life 
was once lived in relative anonymity. From 
ubiquitous CCTV cameras to the plethora 
of sensorial and surveillance technologies 
that pervade modern life, the evolution 
toward “smart” cities and enhancing public 
services through “smart” national identify 
mechanisms, anonymity is an increasingly 
ephemeral value in digital age.  

So, too, is privacy. Through our engagement 
with IoT devices, biometric monitoring, and 
DNA we invite our most intimate selves to 
be turned into data points and invite data 
collection through surveillance into the 
traditionally private space of the home. Data 
about our movements, our networks, our 
habits, and our preferences are collected 
through our engagement online, our devices, 
our purchases, and increasingly our simple 
existence in modern life.

The soma of convenience and innovation 
have created myriad modern-day 
panopticons that form the backbone of 
networked AI surveillance infrastructure, 
which is becoming an inescapable part of 
modernity.5 

Our online expression is collected, analyzed, 
and deployed to create artificial intelligence 
systems and build and train algorithms that 
govern the public sphere, make decisions 
about risk and freedom, and shape the 
future. This can be seen in the realm of the 
public sphere, where content moderation and 
generative AI enable influence operations to 
flourish and risk turning journalism into an 
obsolete practice of a prior age. 
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And with the deployment of algorithmic 
decision-making in an increasing number 
of domains, from housing and health to 
criminal justice and law enforcement.

Algorithms increase the impact of the past 
on the present and future.6 They reinforce 
structural and historic inequities and biases, 
hegemonic perspectives, and reproduce 
representational harms. Natural language 
processing (NLP), for example, learns from 
the vast swaths of digital texts that have 
been created by human and non-humans 
alike; news media, Wikipedia, Reddit, 
Twitter, and other social media platforms are 
important sources of training data for NLP 
systems,7 which means that the propaganda 
of state media, the online harassment of 
social media, and the digital detritus of 
state-aligned influence operations are 
incorporated into the basis for learning in 
these systems.

These algorithmic and machine learning 
advances enable predictive manipulation, 
which attempts to anticipate and influence 
people’s behavior through targeted messages 
or ‘nudges.’ This type of technology currently 
uses both algorithmic-based methods to 
capture data, such as web histories, purchase 
histories, and profiles on social media 
networks, as well as psychological methods 
that seek to manipulate users into thinking 
certain things or taking certain actions 
based on predictions about what they will 
respond to. But with more and better data 
aggregation and increased computational 
power, the power of predictive manipulation 
is likely to increase exponentially and be 
used in a wider range of domains.

In addition to existing behavioral 
surveillance systems that can now be 
deployed, incredible computation power can 
be used to learn about how diverse types of 
data and information are connected. Public 
surveillance systems, geotracking, identity 
cards, financial transactions and social 
network information all become fodder 
for artificial intelligence. AI that improves 

facial recognition, biometric surveillance, 
computer vision and natural language 
processing powers generative systems 
creates more and better data that can be 
reincorporated and reintegrated into AI 
systems in a self-reinforcing cycle that gives 
those systems greater potential economic 
and political power.

III. Information Operations, 
Generative News, and the Digital 
Public Square

Information operations targeting domestic 
and foreign populations, deploying spyware 
and leveraging influence operations to 
target the press and manipulate public 
opinion, attitudes and actions in order to 
support the political goals of the state’s 
leaders or influence elections are common 
aspects of digital authoritarianism.8 
Whether loosely coordinated or tightly 
choreographed campaigns, they leverage 
state and party resources, including state 
and pro-government media, as well as 
public relations firms and armies of digital 
volunteers. Generative AI like ChatGPT 
and StabilityAI drastically reduce the time, 
money, and skill needed to drown the public 
sphere in propaganda and conduct influence 
and harassment campaigns.  

An exponential increase in the budgets, 
personnel, and attention devoted by 
states, governments, and political parties 
to information operations has occurred 
amid a decline economic stability of 
independent media. While China and 
Russia have been among the most prolific 
users of online propaganda, they are far 
from alone. Political parties or government 
agencies in at least 70 countries deployed 
social media manipulation campaigns to 
influence domestic public opinion, and at 
least 45 countries deployed computational 
propaganda campaigns during elections, 
though this undoubtedly increases each 
year.9  This means they used ‘political 
bots’ to amplify hate speech, manipulate 



42
Decoding Digital Authoritarianism 
Panopticons and Closing Civic Space

content, or get legitimate content removed; 
illegally harvested data and deployed micro-
targeting; or mobilized cyber troops to bully 
or deter free speech and political opposition 
in campaigns explicitly or implicitly 
sanctioned by the state. Influence operations 
are increasingly common during elections 
because as they become more pervasive they 
become cheaper and it becomes harder to 
win without them.10 This is part of what is 
fueling the deterioration of the public sphere 
worldwide. According to V-Dem, last year 
a record 35 counties experienced serious 
deteriorations in freedom of expression 
propelled by government, with civil society 
repression and media censorship worsening 
in more than 20 countries autocratizing 
countries.11 Meta said that two-thirds of all 
influence operations it disrupted focused 
at least in part on domestic audiences.12 For 
example, the military junta in Myanmar used 
Facebook as a “tool for ethnic cleansing,” 
according to the UN,13 and Ethiopia appeared 
to be on the same path.14 

Network effects online make virality possible, 
giving rise to information cascades that 
machine learning in algorithmic content 
moderation and collaborative filtering 
systems will tend to reinforce. Coordinated 
propaganda campaigns take advantage of 
these properties of AI and the internet, 
for example, by targeting popular pages in 
hopes of reaching their audience, deploying 
bots to create false signals of engagement, 
and intimidating those with different views 
into silencing themselves, a hallmark of 
authoritarianism. 

For example, in 2018, prior to the 
assassination of Washington Post Jamal 
Khashoggi by Saudi Arabia, one expert 
estimated that bots posted 70 to 80 percent 
of Arabic-language tweets containing the 
word “Saudi” in the previous four months.15 
Journalists were chief among the targets. 
Khashoggi and his colleagues had a project, 
the Electronic Bees Army, to frustrate Saudi 
influence operations by coordinating their 
own network of supporters that could 
counteract pro-government information 
operations.16    

Algorithms increase the impact of the 
past on the present and future.17 So the 
propaganda of the past is fodder for the 
future, recycled through unstructured 
datasets culled from an internet that is going 
to include exponentially more generative 
content and the digital detritus of influence 
operations. The strategy of undermining, 
drowning out, and delegitimizing real news 
through coordinated efforts to silence critics, 
flood social media, and reframe the agenda 
is used by digital authoritarians around the 
world and is recycled back into the system 
through natural language processing (NLP).18 

Platforms have few economic incentives 
when it comes to addressing the use of their 
platforms for propaganda and disinformation 
campaigns. Influence operations are 
big business and have become standard 
operating procedure for electoral processes 
and public policy deliberations in all types 
of systems. There is no political incentive 
not to purchase troves of data on the 
electorate that will enable a campaign to 
micro target citizens with messages most 
likely to resonate with them and help them 
win office, pass their preferred legislation, or 
manufacture consent.  

Fake journalist personas and think tanks are 
already a standard part of Russia’s repertoire, 
carpeting online media and even respected 
outlets with real op-eds and analysis by 
faux people.19 But now generative AI can 
be used to create news and other textual 
and visual content at a scale and scope that 
risks completely overrunning the systems 
we currently have in place to try to deal with 
the existing scourge of influence operations. 
Researchers found that the ability of recent 
GPT language models to generate text 
“at a speed, scale, and ease of use that 
exceeds that of troll farms and human-
run disinformation campaigns” and thus 
represents a novel threat to the information 
landscape.20 
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Advances in artificial intelligence have led 
to the development of virtual journalists 
and news presenters, getting rid of the risk 
that a pesky journalist will go off script or 
interrupt a live broadcast to protest war or 
censorship.21 China has already developed a 
bilingual AI-generated avatar news presenter 
for its Xinhua news agency,22 ostensibly 
to reduce “news production costs” and 
improve efficiency.23 The state-affiliated Abu 
Dhabi Media company in the Emirates has 
developed an Arabic speaking newscaster 
with the help of Chinese technology, which 
the company says will enable it to provide 
24/7/365 news.24 These virtual puppets are 
currently available in some of the more 
challenging digital languages, and it is a small 
technological leap to generate news anchors 
in other languages, which could pose serious 
issues in low digital languages and add to 
the arsenal of foreign influence ops. Digital 
authoritarians could easily overwhelm 
under resourced digital languages with AI-
generated text that propagates their ideology 
while undermining or obscuring alternatives. 

And it turns out that GPT-3 is already able 
to produce comprehensible, ideologically 
consistent texts in non-English, non-
Latinate languages that are in line with a 
prompted ideological bias. It is quite good at 
generating extremism tests, which could be 
used for inculcating ideologies, cultivating 
propaganda, and radicalizing individuals. 
Researchers have shown how AI not only 
hallucinates,25 but that it is possible to force 
GPT-3 “to integrate its innate foundation 
of niche knowledge with ideological bias” 
that can be used to create a system that 
responds to questions about the world with 
information and details that are ideologically 
consistent with specific worldviews.26 

And even if generated stories don’t reach 
their audiences, they contribute to creating 
skepticism and changing people’s mind 
about critical issues, like support for a 
war or climate change.27 The problem with 
propaganda is that it really isn’t subject to 
factchecking because it’s not about truth 
or falsity, it’s about framing and disruption. 

The “ability to emulate the ideologically 
consistent, interactive, normalizing 
environment” not only makes it easier to 
radicalize someone,28 but it could make it 
that much easier to groom the public into 
complacency and acquiescence.   

And the risk that responses to digital 
authoritarianism will make it more difficult 
to express disagreement or opposition 
with the status quo poses its own threat to 
democracy.

Yet economic incentives are propelling the 
race by Google, Microsoft, and other tech 
behemoths to integrate ChatGPT and similar 
generative pre-trained transformers into 
search and other products is on because it is 
poised to become a trillion-dollar business, 
and there are few if any legal regulatory 
constraints. Microsoft has already integrated 
ChatGPT-3 into its Bing search engine and 
dozens of free and paid AI services allow 
rapid content creation. Once again the 
business models of big tech are aligned with 
the authoritarian potentialities of these 
technologies rather than their mitigation.29   

As the power of technology and its potential 
for predictive manipulation grows, so does 
the risk that governments may choose to 
use it to further increase their control over 
public opinion and information. Generative 
AI technologies can be used to build 
personalized models for predicting people’s 
behavior or opinions based on an individual’s 
social media activity and other personal 
data, while decentralized autonomous 
organizations (DOAs) could be used to 
convey false democratic legitimacy. 

For example, governments could use 
predictive AI and DOAs to tailor their 
policies, messaging, and propaganda 
accordingly to shape public opinion, and 
to burnish the appearance of democratic 
legitimacy through manipulated support. 
Furthermore, what happens when China or 
the UAE uses psychometric predictive AI 
that can generate an AI news anchor that is 
most likely to be perceived of as trustworthy 
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even as it becomes harder and harder to 
detect a real person from an avatar, or such 
efforts become irrelevant in the Metaverse?

Similarly, sophisticated algorithms can be 
used to analyze huge amounts of data to 
predict patterns of behavior or sentiment 
among certain groups within society. Again, 
this could be used by governments as a way 
of targeting specific individuals or groups 
with tailored messages to manipulate public 
opinion, fix elections, and alleviate pressure 
for reform. 

Private companies also engage in predictive 
manipulation. Indeed, it is the business model 
of the surveillance economy, companies that 
don’t use it will be less competitive, less 
profitable, and thus less likely to exist.30 The 
economic incentives to offer faster, better, 
more precise predictions are myriad. So, 
too, are the political incentives. Preventing 
predictive manipulation from being used 
nefariously relies on little more than 
voluntarily goodwill.

IV. National IDs, Social Credit, and 
Foreclosing Civic Space

Governments that collect and analyze data 
from an increasing diversity of sources 
to monitor individuals and groups, track 
their activities, and build profiles on 
them, are creating the infrastructure upon 
which digital authoritarianism is built. 
National digital identity cards, for example 
are increasingly common, and allow the 
government to monitor and collect vast 
amounts of information. 

The Emirates ID is a smart card that contains 
a microchip with biometric data, such as 
fingerprints and facial recognition, which are 
used for identification purposes. The card is 
required for a range of government services, 
including applying for residency visas, 
opening bank accounts, accessing healthcare. 
In India, a social credit system for farmers, 
known as the “e-NAM” (Electronic National 

Agriculture Market) assigns scores to 
farmers based on a range of factors including 
adherence to market rules and regulations.

The oppressive nature of surveillance is 
reaching new levels with the advancement of 
technologies such as facial recognition and 
predictive biometric analysis. In China and ‘ 
the UK, CCTV cameras have been outfitted 
with facial recognition capabilities, and law 
enforcement in the US and Europe can turn 
to companies like Clearview AI to marry 
their “dumb” surveillance equipment with 
“smart” AI systems.31 The unregulated use 
of powerful biometric32 and DNA sleuthing33 
has further enabled a constant state of 
surveillance that is now deeply woven into 
the fabric of modern life, making it almost 
impossible to escape the ever-watchful eye of 
those in power.

Expansive surveillance coupled with 
pervasive data collection allows digital 
authoritarians to develop systems that 
discipline and punish their citizens to 
keep them in line. Liu Hu, a journalist who 
was imprisoned after accusing a Chinese 
government of corruption, found that his 
social credit score was so damaged that 
he couldn’t even purchase a plane ticket.34 
He was not given a chance to contest the 
lowering of his score, nor was he provided 
with any explanation for the decision. In the 
United Arab Emirates, authorities reportedly 
used the Emirates ID system to track and 
arrest human rights activists, monitor 
migrant protest leaders, and discriminate 
against specific types of people.35 

Pervasive surveillance combined with the 
exponential advances in facial recognition 
and predictive biometric analysis is laying 
the groundwork for the destruction of 
anonymity in civic space. This paves the 
way for a future in which it is impossible 
to escape being constantly watched and 
monitored, when the idea of being able to 
enjoy any semblance of privacy in one’s own 
private life is quickly becoming nothing but a 
distant memory.
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When farmers in India staged mass protests 
against the government’s controversial 
farm laws the government deployed 
CCTV and drones alongside social media 
and WhatsApp monitoring to track the 
movements and activities of protesters. The 
e-NAM system was also reportedly used 
to discriminate against farmers who had 
participated and more broadly as a tool to 
intimidate and silence opposition.36

Panoptic surveillance coupled with 
pervasive data collection allows digital 
authoritarians to develop systems that 
discipline and punish their citizens to keep 
them in line. Together with the exponential 
advances in facial recognition there are 
many cities that are laying the groundwork 
for the destruction of anonymity in civic 
space. 

An example of this is social credit systems. 
Social credit systems use a diverse array of 
data to monitor and reprimand those who 
step out of line and punish and silence critic, 
anyone critical of the government, or those 
who belong to a particular social or political 
group. 

The most advanced of these, China’s “Social 
Credit System,” assigns citizens a score 
based on a range of factors, including their 
financial transactions, social media activity, 
and behavior. Citizens with high scores are 
rewarded with benefits, such as access to 
better jobs and housing, while those with 
low scores may be subject to punishments, 
such as travel restrictions and public 
shaming. 

The lack of transparency and due process 
in these systems lead to abuses of 
power, reinforces historic and structural 
deficiencies, and prevents public oversight. It 
also highlights how such systems can be 
used to further entrench authoritarianism, as 
those with dissenting opinions are punished 
and excluded from society.

The combination of a system’s ability to a) 
track individuals’ movements and monitor 
their online activity b) collect detailed 
biometric, behavioral, geographic, and 
financial data c) deploy facial recognition 
and biometric analysis in crowds and public 
spaces, means that privacy, anonymity, and 
expression can easily be curtailed, even with 
safeguards. Such a system is a powerful tool 
for surveillance and control. 

It also renders the possibility of a journalist 
promising a source or whistleblower 
protection from detection obsolete, making 
investigative journalism more difficult and 
accountability less likely. 

V. Trend Towards Digital 
Authoritarianism

Incentives to deliver public services faster 
and better, improve public safety, win 
elections, and make the most of advances 
in technology rarely include deterrence on 
the misuse of data, restrictions on how it 
can be used for generative AI or predictive 
manipulation, or transparency requirements 
that could help improve accountability. And 
some of the types of data being collected, 
and systems being developed, can never be 
used safely in a democratic system, while 
others threaten to overrun and drown out 
foundational democratic processes, from 
journalism to electoral process to public 
protest. The technological, economic, and 
political trends of the contemporary era 
trend towards digital authoritarianism since 
the infrastructure is being built with norms 
and fragile democratic institutions providing 
the only safeguards against their misuse. 
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I. The Tanzanian Context

Since independence in 1961, Tanzania 
has been praised as one of the peaceful 
countries in Africa. In 1995, the country 
amended the Constitution, transforming 
the country into a democratic state. The 
constitutional amendment introduced 
(among other aspects) a multi-party 
system. On the paper, this marked the 
end of authoritarian government and the 
beginning of a democratic state. However, 
in reality, the opposition is still relatively 
weak.1 The ruling party, Chama Cha 
Mapinduzi (CCM) that has governed since 
independence continue to retain power 
without interruption. Even when opposition 
parties formed an alliance in an attempt to 
get rid of the one-party dominant system, 
they failed.2 

The situation got worse in 2015. This 
is when the late President John Pombe 
Magufuli won the presidential election. 
His rule, which according to Sabatho 
Nyamsenda exhibited fascist symptoms, 
or what he choose to call authoritarian 
populism,3 was characterized with 
intimidations, harassments,  arrests and 
even imprisonment of political opposition 
and  government critics; mainly to suppress 
freedom of expression.4 In addition, several 
constitutional rights such as the right to 
peaceful protest and political rallying were 
revoked.5 To achieve this, law enforcement 
used violence and physical deterrents 

including detention, kidnapping, and even 
murder.6 Notable events include the 2018 
campaign for a country-wide protest. 
Protests were aimed at condemning 
restrictions on political freedoms and the 
rise in human rights abuses. Planning and 
organization of the protests was mainly 
done through social media platforms. The 
government responded by warning citizens 
against participating in “the illegal and 
anti-government protest”7 and dispatched 
police on streets across the country to 
deter citizens. This was also a strategy to 
demonstrate police capacity and readiness 
to resort to violence if need be.8 In addition, 
those suspected of inciting and encouraging 
the protest were arrested.9 Among those 
arrested is a group of opposition party 
leaders who were detained and later 
(in 2020) convicted for charges related 
to the protest.10 As a result, the protest 
never took place. Freedom of expression 
was suppressed through a “see no evil, 
hear no evil” operation – a regime where 
the President “can do no wrong”. This 
meant any negative publication about the 
President or the government would be met 
with negative consequences by the power 
that was. 

The result was for the population to shift 
from conventional media to online media. 
Technology came in handy by providing the 
population with a “safer” space for civic 
participation11, upgrading it to a primary 
platform for non-violence protest against 
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violent and non-responsive government. 
This was a shift that a political analyst Dan 
Paget believes continues to gain popularity 
in situations where opposition and activists 
are “denied access to mass media, rallies, 
and official posts”. Meanwhile, they 
[opposition and activists] would double 
down on door-to-door politics, which could 
be conducted covertly. Yet their wavering 
members could be reluctant to venture into 
streets that are increasingly hostile.”12 To 
borrow the words of Mandira Bagwandeen, 
the digital space has “transform[med] the 
nature of contentious interactions between 
activists and authoritarian governments”.13  

To respond to the shift (from offline 
to online nonviolence activism), the 
government resorted to repressive laws and 
intrusive technological techniques to deter 
and maintain the control of civic activities. 
This fortified digital authoritarianism 
in Tanzania. The next section canvases 
the systematic ways in which laws, 
regulations, and technology had been 
employed in Tanzania to reinforce digital 
authoritarianism.   

II. Digital Authoritarianism: 
Weaponizing Laws and 
Technology

Digital authoritarianism is essentially 
the use of digital technology to monitor, 
suppress or manipulate populations. It 
is a tactic mostly used by authoritarian 
regimes. According to Steven Feldstein, 
digital authoritarianism involves the 
use of [at least] six techniques, namely 
“surveillance, censorship, social 
manipulation and harassment, cyber-
attacks, internet shutdowns, and targeted 
persecution against online users.”14  
However, techniques to reinforce digital 
authoritarianism can go beyond the six, 
and could involve much more sophisticated 
means such as the use of intrusive spyware 
and sophisticated algorithms built on 
AI technologies. The ultimate goal is to 
gain or fortify existing controls over the 
population and restrict certain rights and 

freedoms in the digital space. According 
to Jason Thacker, it is a system that seeks 
to centralize power around political 
processes and individual freedoms – a 
system that tends to bypass constitutional 
accountability or oversight.15 

Technology, like two-sided sword, 
provides the population with a space 
to exercise their civic rights free from 
violence but also makes it easier and 
swifter to centralize governing systems. In 
Tanzania, online surveillance (bulky and 
targeted), eavesdropping, real-time and 
geo-monitoring, and internet shutdowns 
are some of the techniques used to follow 
and identify government critics. The 
government then acts by intimidating, 
repressing, and threating them – online and 
with public statements. These repressive 
actions were used as governance measures 
and justified as reasonable and appropriate 
in maintaining national security and public 
good in a democratic government.16  To give 
an example, the previous Deputy Minister 
for Transport and Communications in 
Tanzania, Edwin Ngonyani, insisted 
on monitoring social media. To him, 
monitoring is a necessary measure to 
ensure national stability and to fight against 
cyber-crime: “social media content has 
power to shape ideas and the mindset 
of people and if it remains uncontrolled 
it can lead to instability.”17 He alluded to 
China as the best example of countries 
that “managed to block such media in 
their country and replaced them with their 
homegrown sites that are safe, constructive 
and popular.”18

In addition to the above methods of 
control, Tanzania introduced restrictive 
laws and regulations or amended existing 
laws. The objective was to create a legal 
framework that legalizes government 
control over the digital space, its content, 
users and creators.19 This began with the 
adoption of the Cyber Crime Act of 2015 
(CCA).20 The CCA introduced offences 
such as publication of false, misleading, 
inaccurate, or damaging data, or defamatory 
content.21 This law also made it an offence 
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for unauthorized persons to access 
computer data.22 In the same year, the 
government adopted the Statistics Act 
(SA)23 which criminalized the publishing 
of false official statistics and distorting 
facts.24 Later, in 2018, SA was amended, 
introducing additional controls and 
criminalizing the publication of statistics 
without the authorization of the National 
Bureau of Statistics (NBS).25 The two 
laws, and especially the CCA, were used to 
justify government’s intrusion to private 
communications (including WhatsApp) and 
mobile phone tapping. Those identified as 
creators of such content, including anyone 
who forwarded them, were arrested and 
convicted.26

In 2016, the government adopted the Media 
Services Act of 2016 (MSA).27 The law 
gave the executive wing enormous power 
over media and prescribed punishment 
for a wide range of publications. For 
example, section 7 (1) of the MSA gives 
media the right and freedom to collect, 
edit and publish information. However, 
sections 59 and 7 (2) (b) (iv) gives the 
Minister responsible and the government 
the power to prohibit and to direct the 
manner of reporting issues of national 
security and public good. In addition, 
through sections 36-40 and 50-53, the 
MSA prescribes punishment against 
maliciously or fraudulent fabricated 
information, statements threatening to 
national security, public safety, public order, 
public morals, economy of the country or 
those injurious to an individual reputation. 
In fact, a negative comment or an insult 
to the President is a matter of national 
security.28 By 2018, within two years of 
coming into force of the MSA, more than 
5 media houses had been fined, 7 had been 
temporarily shut down and 1 permanently 
banned.29 To indicated how fearfully media 
operated in Tanzania, one newspaper: 
Nipashe Jumapili, imposed a 90-day self-
ban for publishing content that displeased 
the President.30 Eventually, media self-
censorship became a practice.31

The government did not stop at content 
control. In 2019, it introduced an 
amendment32 to the Electronic Postal and 
Communication Act of 2010 (EPOCA).33 
Through this amendment, the government 
vested more power with the Tanzania 
Communication Regulatory Authority 
(TCRA).  Section 6 (of the Written Laws 
(Miscellaneous Amendment) Act) amended 
section 83 of EPOCA empowering TCRA 
to not only approve, but also to manage 
network, signal and communications 
equipment, including managing “their end 
of life processes”. In 2020, the government 
introduced an additional regulation34 by 
virtue of section 10335 of EPOCA.  The 
said Regulation brought restrictions on 
media collaborations. It prohibited content 
service provider hook-ups without TCRA’s 
approval. Foreign content service providers 
could no longer visit or broadcast through 
local content provider “without being 
accompanied by a government official or 
staff from the Authority.”36 The Regulation 
also obliges content providers to publish 
their programmed schedule at least a 
month before it is aired.37 Furthermore, all 
online content providers were to register 
and get licenses from TCRA. To register 
and get an operating license, providers 
must provide details of shareholders, 
share capital, citizenship of owners, staff 
qualification and training programmes, and 
tax clearance certificates. Failure to register 
and acquire a license could lead to a fine of 
at least 5 million shillings (approximately 
$2,300), jail for a minimum 12 months, 
or both.38 As a result, majority of online 
content providers resorted to shutting 
down their websites. 

The current regime, headed by H.E 
President Samia Hassan Suluhu, saw a 
reversal of the oppressive legal framework 
constructed by her predecessor, the 
late President Magufuli. In 2022, the 
government introduced the Electronic 
and Postal Communications (Radio 
and Television Broadcasting Content) 
(Amendment) Regulations, 2022. This 
regulation reversed changes introduced 
by the 2020 twin Regulation. In effect, a 
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foreign content service provider no longer 
needs to be approved by a government 
official or staff from the TCRA. Also, 
content providers do not need TCRA’s 
approval to connect with other providers, 
and instead only need to notify the TCRA 
prior to the connection. In addition, section 
83 of the 2022 version of EPOCA restored 
the original section 83 of the 2010 EPOCA. 
It stripped the TCRA’s excessive powers. In 
this regard, the TCRA no longer has powers 
to granted by the 2019 regulation, i.e. the 
power to manage network, signal and 
communications equipment to their end-of-
life processes. Moreover, the Electronic and 
Postal Communications (Online Content) 
(Amendment) Regulations, 202239 repealed 
a twin regulation that was introduced in 
2020.40 The former freed online media 
providers from the obligation to acquire 
a license; an obligation introduced by the 
latter to control and limit online content. 
As a side note, in 2018, the latter Regulation 
was challenged by human rights and 
media organzations at the High Court for 
restricting freedom of expression and media 
rights and giving TCRA wide discretionary 
powers in regulating content published 
online. The presiding judge dismissed the 
case on a ground that “the petitioners 
had failed to prove beyond doubt that the 
Regulations will affect their digital rights.”41

The following section presents a story 
of an online forum and a man behind it 
who, against all odds, stood for freedoms 
and human rights of users of the online 
platform. His story is presented not only 
as one of a daring civic rights activist 
resisting authoritarianism in a seemingly 
democratic country in Africa, but also as 
an empowering story of a local platform 
that chose to protect people against 
government autocracy with very little 
legal backup.  It’s a tale of the role of civil 
society in promoting democratic values by 
resisting authoritarian practices – a heroic 
story of a man who not only stood between 
government authoritarianism and users’ 
digital rights, but also took initiative to 
bring legal changes in strengthening digital 
rights in his country.  The story is narrated 

in the hope that it encourages others (civil 
society, journalists or custodians of online 
content) to insist on their role in protecting 
digital rights.

III. Resisting Digital 
Authoritarianism: an Empowering 
Story of JamiiForums

JamiiForums (JF) (Swahili word ‘Jamii’ 
means community, therefore ‘Community 
Forum’) is a non-governmental organization 
based in Dar es Salaam, Tanzania. Apart 
from advocating for civil and digital rights, 
JF provides an online platform for people 
to freely express their opinion and access 
news and information. In the last decade, 
JF dedicated its advocacy to online safety, 
privacy and data protection. It was able to 
push the government to enact the country’s 
first Cyber Crimes Act (the Act) in 2015. 
The Act is also known as “the JamiiForums 
Law”. 

In 2016, JF’s founder and Executive 
Director, Mr. Maxence Melo Mubyazi, 
was arrested for his refusal to the 
reveal identities and personal data of 
whistleblowers using JF online platform 
to reveal government corruption and other 
misconduct. His arrest came after several 
failed trials by the government to hack, 
infiltrate and penetrate the platform. This 
failure is attributed to the fact that JF data 
was highly encrypted and its servers located 
outside Tanzania. 

Like poetic justice, the government used 
the Cyber Crimes Act, a.k.a the Jamii 
Forums Law, to harass, prosecute, detain 
and convict Mr. Mubyazi. He was charged 
with obstruction of police investigation, 
and operating a domain not registered in 
Tanzania. Interestingly, three charges of 
obstruction of justice were open in three 
different courts and were being prosecuted 
simultaneously by different Magistrates.42  
These charges were indicted under section 
22 (1) of the Cyber Crimes Act43. Under 
this section, obstructing investigation by 
destroying, deleting, altering, modifying 
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or rendering computer data useless for the 
purpose of investigation is a crime.44 In two 
of the three cases, he was charged for failure 
to comply with an order to disclose data 
which included IP addresses of JF users.45 
According to him, complying with the 
request to disclose data was impractical and 
tainted with procedural irregularities. First, 
JF received multiple requests from different 
police departments and other institutions. 
This worried him as to the fate of both 
personal data and that of individuals 
identified on those requests. It also brought 
questions as to who the actual or intended 
recipient of requested information was.46  
Second, the circumstances required police 
to follow a procedure stipulated under 
section 32 (3) of the Cybercrimes Act. The 
section obliges police to apply to the Court 
for an order to disclose data. No court order 
was issued on the matter. 

In June 2018, the first magistrate reached 
a decision by dismissing case No.  457. The 
magistrate, late Hon. Godfrey Mwambapa 
was then transferred to another court 
in upcountry Mtwara region. A second 
judgment was reached in April 2020 on 
the case No. 456. In this case, Mr. Mubyazi 
was convicted to a one-year prison term 
or a fine of 5,000,000 Tshs (approximately 
2,300 US $). He paid the fine. The third 
judgment was reached in November 2020. 
Mr. Mubyazi was found guilty on charges of 
obstruction of police investigation, but was 
discharged on a warning “not to repeat the 
same crime within a year”. The magistrate 
found no crime on the second charge in this 
case, i.e the charge of hosting the domain 
outside Tanzania. No law prohibited the 
hosting of a domain outside the country.  
Judgments on two of the three cases were 
delivered orally with no written copy to the 
defendants. This means, the defendants 
could not appeal since a written copy of 
the judgment must be filed with the appeal. 
The only written judgment was given in 
the case No. 456.  At the conclusion of all 
court processes, Mr. Mubyazi had appeared 
before the courts for a total of 159 times.

IV. Advocating Changes for the 
Future of Digital Rights and 
Freedoms

During the time of Mr. Mubyazi’s arrest 
and court processes, Tanzania had no 
comprehensive data protection law. This 
means, his basis for refusing to disclose 
data had no firm legal backup. Such legal 
backup is ordinarily provided by data 
protection laws. Regardless, he relied on 
article 18 of the Constitution of Tanzania 
which guarantees the right to privacy and 
JF privacy policy.   To him, this brought 
clarity to the weakness of the country’s 
regime in protecting individual privacy, 
personal data and freedom of expression. 
In 2021, JF pulled together human rights 
organizations, stakeholders from the 
telecommunications sector, the law 
society, and civil society organizations 
to discuss the need for a law to protect 
individual privacy and personal data. These 
organizations formed a consortium, drafted 
a private model personal data protection 
and privacy bill, and presented it to the 
Ministry of Information Communication 
and Technology (ICT). The Ministry 
accepted the proposal for the law. It 
then drafted and tabled its draft bill to 
the Parliament. This was in November 
2022. The law has been published on the 
parliament website, and the Ministry is now 
working on developing its regulations. This 
was an activity involving the consortium 
of stakeholders formed by Mr. Mubyazi. He 
believes this law is one of the cornerstones 
that supports freedom of expression.

V. Democratic Reversals

A combination of restrictive legislations, 
threats, and bans on individual freedoms, 
placed the state of Tanzania democracy in 
question. The situation also demonstrates 
that laws can be (mis)used to suppress 
individual freedoms and rights. During 
the time when Tanzania implemented 
suppressive laws, the population lost their 
freedom to speak, to assemble and exercise 
civic rights, to political expression, of 
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media, and to private communication and 
private life. Instead of protecting individual 
rights, these laws “legalized” oppression 
and control of the population by the 
government. 

The situation in Tanzania shows how 
fast a democratic state can change into 
an autocratic state. It also shows how 
laws and technology can facilitate and 
empower authoritarianism. The story of 
JF and Mr. Mubyazi illustrates the role of 
civil organizations in holding governments 
accountable, promoting democratic values, 
as well as protecting individual rights and 
freedoms.  Most importantly, it reminds 
society to be proactive. In responding to 
political situations, we should seek out 
both technological and administrative 
approaches to secure rights and freedoms 
of the population served. JF provided 
a platform for people to speak freely 
about the government. JF was aware 
that government whistleblowers used 
the platform to uncover government 
malpractices. This made JF a target of 
government surveillance and hacking 
activities. To protect its users, JF 
implemented privacy and data protection 
standards. They used highly sophisticated 
encryption, which blocked the government 
from accessing the identities of platform 
users. Locating its servers outside Tanzania 
prevented the government from illegally 
accessing and harvesting personal data of 
these users.  On one hand, JF users were 
protected against autocratic government 
acts, while on the other hand JF provided 
the Tanzania population with the only 
platform to practice their civic rights, 
speak freely and even question government 
conduct.

VI. Recommendations

The description of what happened in 
Tanzania provides us with a few points to 
take home. Supporting civil and human 
rights organizations / activists in their roles 
as guardians and mouthpieces of the rights 
and freedoms of the people means:

1. Implementing robust digital security 
– it is necessary to conduct an impact 
and situational assessment and put 
your houses in order – and have an 
appropriate (based on situation and 
the level of technological advancement) 
security measure such as:

a. encryption to secure privacy and 
protect data of your digital platform 
users,

b. having a privacy and consumer 
protection policy published and 
consumer protection policy 
published – let users know the 
extent of protection you offer so that 
they may decide on the manner and 
extent of their interaction on your 
online platform.

2. Proactivity in legal and policy changes. 
Monitor policy and legal changes, 
identify loopholes that may be used to 
diminish users’ rights and freedoms 
or your ability as a platform owner / 
content provider to uphold and protect 
the rights and freedoms of your users. 
Involve other stakeholders and provoke 
conversation on loopholes. When 
possible, engage the government in legal 
reforms or policy changes. 

3. Create a Plan B. In countries where 
internet shutdowns are a “norm”, civil 
society, online platform providers 
or content creators should devise an 
emergency offline or secured network 
to continue holding the government 
accountable. Such alternatives should 
not wait until internet shutdown occurs. 
It should be created, rehearsed and 
proofed (functionality) prior to internet 
shutdowns.
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I. Digitization of Money as a 
Political Phenomenon

The term “digital authoritarianism” refers 
generally to “the use of digital information 
technology by authoritarian regimes to 
surveil, repress, and manipulate domestic 
and foreign populations.”1 It embodies 
the “dark” side of technological progress 
that enables new forms of oppressive 
government action on an unprecedented 
scale. To date, much of the academic and 
policy literature on digital authoritarianism 
has focused on two technologically savvy 
regimes actively using digital tools for 
domestic and foreign policy purposes: 
China and Russia.2 As more authoritarian 
governments around the world adopt 
similar strategies of technologically-driven 
political control and manipulation, it 
increases the need for democratic societies 
both to understand these dynamics and to 
protect themselves from these new harms.

Digital authoritarianism, however, is a 
complex phenomenon that cannot be 
reduced to overtly political government 
actions. Private entities that develop, 
own, or control certain types of digital 
technology and market infrastructures 
are increasingly poised to become both 
the enablers of authoritarian politics 
and potential sources of new, more 
invisible forms of oppression. Dominant 
market actors can weaken democracy by 
wielding their economic power in a way 
that increases their private gains at the 
expense of the long-term public interest, 
political integrity, and participatory values.3 

Unchecked concentrated private power is 
an existential threat to democratic political 
order.

These dynamics are increasingly obvious in 
modern finance. In developed democracies, 
the financial system is the principal arena 
for generation and allocation of money and 
credit - the universal production input and 
a critical infrastructural resource in any 
decentralized exchange-based economy. 
Financial markets are the key distributional 
and governance mechanisms that support 
and shape modern democratic societies. 
Behind its seemingly apolitical technical 
facade, finance is an inherently political 
phenomenon: those who control where 
the money flows effectively control whose 
voice counts. A democratic society cannot 
survive without a financial system that can 
be trusted to create and allocate money and 
credit in a democratic and fair fashion.

Technology is a crucial factor in this 
respect. It can be used either to enhance 
the trust in and democratic potential of 
our financial system, or to destroy it by 
enabling few dominant actors to usurp and 
abuse financial power. In the last decade, 
the digital “revolution” in financial services 
has forced this tension into the spotlight.4 
Yet, there is still little understanding among 
policymakers and public interest advocates 
of the potentially game-changing political 
implications of this process. Discussing the 
evolving digital finance in the context of 
digital authoritarianism helps to highlight 
these implications. 

Digital Finance and the Specter of Digital 
Authoritarianism
Saule T. Omarova 
Cornell University*
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Digital currencies provide a useful starting 
point in this inquiry. Digitization of 
money offers well-known transactional 
benefits: faster, cheaper, direct peer-to-
peer payments that can be automated. 
Through technological design and 
cryptography, digital money offers its users 
an ability to avoid reliance on traditional 
banks and other centralized authorities, 
promising both greater payment security 
and freedom from state corruption and 
control.5 Since the launch of Bitcoin, which 
embodied this fundamentally libertarian 
paradigm, however, the evolution of 
cryptocurrencies has shown the limits 
of decentralization in today’s complex, 
scale-driven financial system. The most 
ubiquitous digital currencies that perform 
key money functions in crypto-markets 
– including so-called “stablecoins” – are 
issued and managed by private entities that 
run centralized transactional platforms 
for these currencies. Moreover, Big Tech 
conglomerates and large Wall Street banks, 
able to leverage their existing customer 
bases and large balance sheets, are steadily 
expanding into the markets for digital 
assets. Finally, government actors are also 
increasingly involved in digital finance, 
indirectly through regulation and directly 
through adoption or issuance of digital 
currencies.6 In short, behind the rhetoric 
of decentralization and democratization, 
there is a struggle for control of the rapidly 
transforming financial and economic 
markets – and the polities deeply 
dependent on them.

To explore these dynamics, I focus on two 
closely linked issues: (1) direct use of digital 
currencies by authoritarian governments; 
and (2) the rise of private digital money 
as a challenge to democratic governance. 
The goal of this paper is to highlight 
the principal ways in which technology 
widely touted for “democratizing” finance 
can, in fact, undermine the existing 
democratic governments and facilitate a 
global shift toward a more hierarchical 
and exploitative economic and political 

order. While limited in scope and detail, 
this analysis helps to expose the emerging 
specter of digital money as anti-democratic 
medium. It also reveals the fundamentally 
political trade-offs behind many of today’s 
seemingly technical policy choices. I argue, 
accordingly, that policymakers in developed 
economies should proactively and 
deliberately address both of these problems 
in an integrated manner, as a multi-faceted 
structural threat to democratic government. 

II. Digital Currency as a Tool of 
Authoritarian Governments

While government actors can adopt or  
promote domestic use of any existing 
cryptocurrency (e.g., Bitcoin or Tether), 
issuing its own digital money is a more 
direct way to harness the power of 
technology for political purposes. In 
modern financial systems, central banks can 
issue digital versions of sovereign money: 
“central bank digital currency” (CBDC). In 
contrast to both traditional bank deposit-
money and private cryptocurrencies, CBDC 
is a digitally represented direct monetary 
liability of the central bank (or an equivalent 
monetary authority). Currently, such digital 
sovereign liabilities exist only in the form 
of special “reserve” account balances 
held at the central bank by banks and, in 
some jurisdictions, certain other licensed 
financial institutions. Depending on the 
design, CBDC can expand access to this 
safest-of-the-safe, fully public electronic 
money beyond banks and other privileged 
financial institutions. Doing so can make 
the monetary system genuinely inclusive 
and free of private profit-gaming incentives.

A growing number of central banks around 
the world are experimenting with CBDC.7 At 
present, however, none of the central banks 
in developed democracies (except, perhaps, 
for Sweden) are close, or have committed, to 
issuing CBDC in the near future.8 The most 
frequently stated concern in this respect 
is the potential impact of centralizing 
digital money issuance in the government’s 



59
Decoding Digital Authoritarianism 
Digital Finance and the Specter of Digital Authoritarianism

hands on individual freedom and privacy. 
Another, less often vocalized but extremely 
powerful obstacle to CBDC adoption is so-
called “disintermediation” of private banks. 
The banking industry’s exclusive ability 
to fund itself through publicly-insured 
retail deposits is a tremendous economic 
advantage that the industry seeks to amplify 
through digital technology. As the safest 
and most liquid digital asset in a monetary 
system, CBDC can displace, or even replace 
entirely, private banks’ deposit-money. In 
countries with developed private financial 
sectors, in which large-scale financial 
investment and trading markets are 
functionally connected to and dependent 
on bank credit, this would cause significant 
structural shifts. The financial industry 
thus strongly opposes any CBDC plans 
that, regardless of potential public benefits, 
supplant or impinge on private money-
creation. 

By slowing down the process of digitizing 
sovereign money, however, domestic 
interest-group politics can leave developed 
democratic countries’ vulnerable in the 
international arena. Unlike pluralist 
democracies, authoritarian regimes are 
not hesitant to use CBDC as the means of 
political domination, both internally and 
externally. Because CBDC can move on 
different payment rails than the traditional 
sovereign currencies, it can be weaponized, 
among other things, to bypass existing 
international banking channels in order to 
evade economic sanctions or to reconfigure 
global alliances. Not surprisingly, both 
China and Russia have publicly committed 
to digitizing their currencies.9 

China is the undeniable leader in the CBDC 
race, the only major economy with a “live” 
CBDC in the public testing phase. The 
People’s Bank of China (PBOC) has been 
actively working on CBDC since 2014 and 
launched its first multi-province “digital 
yuan” (e-CNY) pilot in early 2020.10 The 
Chinese government has partnered with 
private Chinese banks and technology 

companies to offer mobile apps, ATMs, 
and other supporting services for e-CNY. 
It also offered direct money incentives for 
retail users, to encourage e-CNY adoption 
on a scale sufficient to get the system ready 
for use at the at the 2022 Beijing Winter 
Olympics.11 By the end of August of 2022, 
transactions using e-CNY surpassed $13.9 
billion (or 100 billion yuan). The spending 
involved 360 million transactions in pilot 
areas in 15 provinces and municipalities, 
with more than 5.6 million merchants 
accepting digital yuan payments.12 In 
2022 alone, participating regions have 
reportedly offered 30 rounds of e-CNY 
subsidies – including the $4.5 million in 
free e-CNY drop in Shanghai – designed 
to stimulate consumption and serve other 
macroeconomic purposes.13 During the 
Lunar New Year period, the government 
distributed nearly $30 million dollars’ 
worth of e-CNY to boost its use for holiday 
spending and gifting.14 As reported in 
early 2023, China is planning to expand its 
digital yuan pilot to most of its 1.4 billion 
population.15

From the start, the Chinese government 
has approached the e-CNY issuance as 
a long-term strategic project serving 
multiple political goals. As designed, 
the e-CNY system gives the PBOC sole 
direct access to users’ financial and 
transactional data and ability to monitor 
individual payments in real time. This new 
form of mass surveillance qualitatively 
expands the familiar toolkit of digital 
authoritarianism and amplifies its capacity 
to collect information far beyond its own 
borders.16 For example, at the Beijing Winter 
Olympics, the e-CNY was reportedly used 
to make more than $315,000 of payments 
a day, which raised concerns about the 
possibility of enabling Chinese government 
to monitor foreign citizens’ financial 
transactions.17 Centralized state control of 
money and payments can also be used as an 
instrument of coercion, as the government 
can punish political dissenters by freezing 
or expropriating their funds and effectively 
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cutting them off from the financial system. 
It can also manipulate people’s opinions 
and behavior by “rewarding” political 
loyalty via direct credit of their e-CNY 
wallets or by subsidizing intentionally 
designed “activities.” The malleability and 
programmability of digital money makes it a 
particularly effective instrument of power.

The e-CNY is also closely tied to China’s 
geopolitical ambitions. Despite China’s 
leading role in international trade, its 
currency currently constitutes a tiny share 
of international payments settled primarily 
in USD. Issuing its own digital currency 
will enable the Chinese government to 
create an alternative global payments 
system it can effectively control. Coupled 
with the Chinese government’s long-
standing strategy of investing in the 
infrastructure and acquiring real assets 
in foreign countries, the globalization 
of the digital yuan will solidify China’s 
economic dominance and expand its 
geographic sphere of influence. It will 
also insulate China and its geopolitical 
allies from economic sanctions and 
other means of political pressure exerted 
by the international community.18 This 
technologically-enabled concentration 
of financial, infrastructural, and political 
power in China’s hands will fracture the 
global system and potentially subject 
many sovereign countries’ populations to 
mass surveillance and oppressive tactics 
deployed by the Chinese government 
against its own citizens. 

At this relatively early stage, it is difficult 
to identify the full range of dangerous 
implications of using CBDC as a tool 
of digital authoritarianism, In part, the 
picture may be hazy because the Chinese 
government has been working on the 
e-CNY rollout in partnerships, both globally 
with other governments and domestically 
with private companies. In 2022, the PBOC 
partnered with central banks of Thailand, 
Hong Kong, and United Arab Emirates to 
test a multi-CBDC cross-border payments 
platform, m-Bridge, where the e-CNY 

was the most actively used settlement 
currency.19 Domestically, PBOC issues 
and distributes its e-CNY not directly but 
through several state-approved banks. The 
digital yuan is accepted for payments on 
China’s major social media and e-commerce 
platforms, including WeChat and Alibaba 
that offer their own competing payment 
apps.20 Private companies’ participation 
may help to obscure the nature and extent 
of the government’s control over the 
emerging ecosystem, thus legitimizing the 
entire project as an innovative economic 
experiment. It is critical to remember, 
however, that the public-private dynamics 
in digital finance are bound to reflect the 
underlying balance of public and private 
powers in the relevant political system.  

III. Private Stablecoins as 
a Challenge to Democratic 
Sovereignty

In developed economies with democratic 
governments, digitization of money 
has been primarily a private market 
phenomenon, whereby multiple privately-
issued digital currencies co-exist, 
sometimes uneasily, with sovereign money. 
The recent growth of stablecoins poses an 
especially serious challenge to the long-
term stability and monetary sovereignty of 
democratic governments. Stablecoins are 
digital currencies claiming to keep “stable” 
value pegged to the value of the USD or 
some other state currency. Typically, the 
issuer of a stablecoin – including USDC, 
Tether, and Binance USD –maintains the 
peg to traditional money by setting up a 
“reserve” to hold USD or other safe assets 
backing it. A stablecoin thus “borrows” 
its stability from the sovereign money and 
functions as its tokenized derivative, or a 
privately-controlled digital representation.21 

In this sense, stablecoins are both a direct 
competitor to, and a direct outgrowth of, 
sovereign currency. They facilitate trading, 
lending, and investing in a wide variety of 
crypto-assets, particularly in the so-called 
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decentralized finance (DeFi) universe, 
and serve as “onramps” connecting 
crypto-markets to the traditional financial 
system.22 This critical infrastructural 
function gives stablecoin issuers – private 
crypto-exchanges, banks, and technology 
companies – potentially enormous market 
power. As the issuers of the widely accepted 
“means of exchange” and “store of value” 
within the crypto ecosystem, these private 
market actors can replicate the functions of 
traditional central banks, but without the 
accompanying legal obligation to act in the 
public interest. In effect, stablecoins enable 
what may be called synthetic privatization 
of the fundamental public function and 
a critical public resource – sovereign 
money and credit – with no democratic 
accountability or express political 
commitment to provide public goods.

The political risks this business model 
creates are especially visible in the case 
of Big Tech stablecoins. In June 2019, 
Facebook (now Meta) launched its Libra 
project (later renamed Diem): a global 
stablecoin to be issued by a Swiss-based 
consortium of large corporations led 
by Facebook. From the start, Libra was 
promoted as a service for the billions of 
people around the globe locked out of the 
traditional financial system.23 The original 
plan was to have the Libra Association 
issue a global cryptocurrency, backed 
by a basket of sovereign currencies (the 
“Libra Reserve”), and manage a cross-
border payments network built on top of 
Facebook’s vast social-media platform. 
Facebook was to run the digital wallet built 
into the Libra ecosystem, and provide other 
potentially lucrative services tied to it.24 The 
unprecedented scale and structural design 
of this project, which would effectively put 
Facebook at the center of global money and 
payments flows, generated strong political 
and regulatory backlash. Despite the newly 
renamed Meta’s efforts to scale down and 
rebrand it, the project was ultimately wound 
down.25 

The Libra/Diem saga is nevertheless highly 
instructive. It revealed how private digital 
currencies and payments systems created 
and controlled by globally dominant 
techno-financial conglomerates can 
directly threaten the stability, autonomy, 
and resiliency of the world’s leading 
democracies. If successful, the Libra/
Diem stablecoin would have made Meta 
a “shadow” Federal Reserve, a source 
of globally ubiquitous digital currency, 
potentially more powerful than the actual 
Fed.26 It would have given Meta and its 
corporate partners direct access to the 
financial and transactional data generated 
by the users. Meta would have been able 
to monitor in real time daily activities 
of billions of users, manipulate their 
preferences and shape their behavior, and 
otherwise commercialize their personal 
data in deeply invasive ways. It would have 
been able to condition individuals’ access 
to, or price of, Libra/Diem either on their 
willingness to purchase other goods or 
services offered by Meta or on some form 
of “social scoring” maintained by it.27 From 
there, it is not hard to imagine Meta using 
its newly-minted power over digital finance 
for political reasons, in effect replacing old 
interest-group politics with the new tactics 
of digital authoritarianism.

This is not such a far-fetched scenario, 
particularly given the highly personality-
driven culture of the tech and crypto 
industries. Successful technology firms – 
including publicly-traded Apple, Microsoft, 
Amazon, and Meta – tend to be closely 
associated with their charismatic founders. 
Many tech firms also have corporate 
governance structures that explicitly 
concentrate control in the hands of the 
few insiders.28 These private authoritarian 
tendencies under the guise of techno-
meritocracy are even more extreme in 
crypto-finance, where they provide the 
fertile ground for the rise of potentially 
autocratic “visionaries” with grand political 
ambitions. 
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The tech-driven ability to control digital 
money and finance networks, therefore, 
offers not only an unprecedented economic 
advantage but also a new set of previously 
non-existent political levers.

From this perspective, the ongoing 
expansion of Big Tech platform companies 
into digital money and payments – 
including the recent announcement of 
Twitter’s intentions to offer payments 
services29 – raises potentially far more 
troubling and complex issues than is 
commonly acknowledged. The same is true 
of financial institutions, such as JPMorgan 
that currently issues its own JPM Coin 
and runs a permissioned blockchain 
platform for trading of tokenized financial 
instruments.30  It is critical to see these 
private conglomerates’ push into digital 
money not simply as a technologically 
innovative business strategy, but as a 
politically salient project of redefining the 
core public-private balance in finance.31 

To date, the prevailing response to this 
challenge has been a call for regulation. 
What the appropriate regulatory regime 
should seek to accomplish, and by what 
means, however, remains unclear.  In the 
U.S., the vast majority of policy proposals 
seek to make private stablecoins actually 
“stable” and “safe” as the means of 
payments, either by limiting their issuance 
to federally-insured banks or by mandating 
the composition of reserves backing them.32 
While consumer protection and avoiding 
failure are important policy goals, this 
approach ignores or downplays the perilous 
structural implications of legitimizing – and 
publicly subsidizing – private stablecoins. 
Instead of defending the state’s monetary 
sovereignty, this seemingly pragmatic 
approach risks further erosion and ultimate 
loss of democratic control of public money 
and finance. 

But there is a bigger problem with treating 
regulation as the only possible response. 

As shown in my prior work, our existing 
technocratic paradigm of financial 
regulation is inherently ill-suited to deal 
with the unique challenges of digital 
finance.33 That raises the question about 
other, more direct and effective, options we 
may need to consider.

IV. Reclaiming Control: CBDC as a 
Democratic Project

This brief overview of China’s CBDC 
project and private stablecoins brings into 
a sharp relief the frequently overlooked 
political link between these phenomena, 
both of which implicate (directly or 
indirectly) concerns with the rise of 
digital authoritarianism. Policymakers in 
developed democracies need to respond 
to this double-threat decisively and in an 
integrated manner. 

As a practical matter, the United States and 
other democratic countries need to elevate 
CBDC issuance to the top of their current 
policy priorities. Our policymakers, industry 
leaders, and public interest advocates 
should start treating CBDC (digital USD, 
Euro, British pound, etc.) not as simply 
“one of many potential means of digital 
payments” – the common view that frames 
the CBDC debate in narrowly technocratic 
terms – but as the means of ensuring the 
sovereign public’s continuing control over 
its economic and political affairs, globally 
and domestically.

Globally, digitizing the US dollar 
and developing a viable network of 
interoperable CBDCs is vital to avoiding 
a potentially irreversible shift in the 
international balance of power in favor 
of China and its allies. Democratic 
governments cannot outsource this 
global “monetary countervailing” role to 
private stablecoin issuers, relying on their 
presumably superior innovation capacities 
or “natural” free-market preferences. 
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Wall Street and Big Tech conglomerates are 
driven by private profits and have strong 
incentives to transact in the digital yuan or 
the digital ruble, if doing so is sufficiently 
profitable. Private firms cannot supplant 
state actors in the international arena, and 
the advent of CBDC extends this logic to 
global payments. 

Operationalizing this logic requires much 
closer cooperation and coordination among 
the central banks in key jurisdictions 
(United States, Canada, European Union, 
United Kingdom, Japan, Australia, etc.), 
which need to ensure seamless flow 
of sovereign digital currencies across 
jurisdictional borders and markets. In 
addition to ramping up the ongoing 
technical work on cross-border CBDC 
interoperability, it is important to actively 
consider more ambitious and potentially 
durable political solutions. These may 
include establishing regional digital 
currency unions or even the creation of 
a supranational CBDC – the digital-era 
version of Keynes’s “bancor” and the 
International Clearing Union.34

It is also essential to establish new modes 
of coordination and cooperation among 
each country’s own central banks, financial 
regulators, and foreign policy and national 
security agencies. At the national level, 
the ongoing work on CBDC design and 
adoption needs to be an integral part of 
a broader government strategy, so that 
foreign policy objectives and concerns can 
continuously inform, contextualize, and 
shape the technical or regulatory decisions. 
Expanding CBDC designers’ mindset 
beyond the immediate financial market 
dynamics is an important step toward 
“getting it right.”

Domestically, CBDC issuance appears 
increasingly necessary in order to preserve 
and strengthen the role of public money in 
the digital era. The proliferation of private 
digital assets, including stablecoins, does 
not obviate the fundamental need for 

public money but threatens to push it down 
into the dark “basement” of the financial 
system, where its only function would be to 
backstop private digital money. If allowed 
to happen, the gradual disappearance of 
public money from economic transactions 
will severely weaken the vital connection 
between the state and the citizenry, 
effectively incapacitating the former and 
leaving the latter without guaranteed access 
to fully safe monetary instruments.

Central bankers and policymakers need 
to recognize CBDC as the best available 
defense against this internal threat. They 
should broaden their view of how CBDC 
can be used, and what public benefits it 
can generate, outside of the narrow sphere 
of digital payments. Rather than vilifying 
state-issued digital currency, policymakers 
(in collaboration with scientists, legal 
experts, and public interest advocates) need 
to prioritize development of technological, 
legal, and institutional safeguards of CBDC 
users’ financial privacy and autonomy.35 

Finally, policymakers need to expand the 
range of CBDC design options beyond 
what is currently on the table, or what 
would be least disruptive from the 
private financial industry’s perspective. 
Instead of allowing the industry lead the 
process, policymakers need to formulate 
a coherent agenda for using CBDC as a 
tool of sustainable and equitable growth, 
democracy, and prosperity.36 CBDC has 
tremendous potential to redefine the central 
bank balance sheet as the ultimate public 
platform for the creation and allocation of 
money and credit to productive economic 
enterprise. Whether or not we realize this 
potential may determine the future of our 
democracy in the era of digitization.
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I. Rise of Social Transfer Programs

One of the most significant, if sometimes 
overlooked, transformations in the nature 
of democratic citizenship over the last four 
decades has been the rise of social transfer 
programmes across much of the global 
South. While often obscured by the rising 
precarity and erosion of some important 
labour protections amidst neoliberal 
reforms, the past 40 years have in fact 
witnessed an expansion of flagship social 
security programmes in the global South, 
albeit often through a variety of different 
forms of non-contributory social transfers 
rather than conventional contributory 
social security.1 Notable examples include 
Brazil’s Bolsa Familia programme of 
conditional cash transfers and South 
Africa’s interlocking grid of Child, Old-age, 
and Disability transfers. Kevin Harris and 
Ben Scully, invoking Polanyi, call this a 
‘hidden counter-movement’, noting that the 
expansion of these programmes has been 
driven by social and political struggles on 
the part of precarious workers themselves, 
often facilitated by political openings 
created by democratization.2 Rina Agarwala 
similarly points to the growing extent to 
which ‘informal’ workers in India direct 
grievances towards the state and in terms 
of citizenship, given that they often do not 
have clearly identifiable employers against 

whom to make claims.3 Tania Li more 
generally points to the increasingly central 
role played by a politically articulated ‘sense 
of entitlement’ in struggles over poverty 
and inequality.4 In short, social transfers 
are quietly perhaps the most important 
fruits of the so-called ‘third wave’ of 
democratization, and undoubtedly part of 
the political bargain that has allowed the 
neoliberal package of privatizations, labour 
market flexibility, financial deregulation 
and the like to coexist with multiparty 
democracy in much of the world.

We can point, in short, to an emerging 
form of ‘democratic social citizenship’ 
distinct from classical understandings of 
social citizenship. T.H. Marshall’s landmark 
intervention on ‘citizenship and social 
class’ pointed to the emergence of a model 
of ‘social citizenship’ in which political 
membership was increasingly being 
associated with more extensive rights to 
social and economic security.5 In Marshall’s 
articulation, these entitlements remained 
intimately linked to particular modes of 
work -- secure, unionized, and well-paying 
jobs backed by generous pension and 
social security -- held up as ‘standard’ in 
Western Europe and North America in 
the mid-twentieth century. Marcel Paret 
rightly notes that in this sense Marshall’s 
sociology of citizenship was reflective 
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of a geographically and historically 
exceptional context.6 Even in their heyday, 
these articulations of secure livelihoods 
and citizenship themselves were always 
deeply inflected with racial, colonial, and 
gendered hierarchies.7 The emerging forms 
of social citizenship described above do not 
resemble the mid-twentieth century forms 
charted by Marshall. They are without 
doubt limited in important ways.8 But they 
are democratic forms of social citizenship 
nonetheless, especially insofar as they 
link political membership and democratic 
participation to a suite of social and 
economic entitlements.

Of late, the matrices of social transfers 
sitting at the core of new forms of 
democratic social citizenship are also 
increasingly targets for digitalization. 
Digitizing social transfers is held out by 
advocates as a means of making payments 
faster, cheaper, more efficient, and reducing 
fraud and waste, and (no less importantly) 
of promoting other ancillary goals like 
expanding the use of formal financial 
channels. My argument in what follows is 
that this project of digitalization is being 
carried out on terms that threaten to 
undermine emerging modes of democratic 
social citizenship, and inaugurate new 
privatized digital authoritarianisms. The 
digitalization of social transfers, or ‘G2P’ 
payments in the new jargon, represents an 
important potential shift in the character 
of state-citizen relations in peripheral 
democracies. It is one that threatens to 
undermine key elements of actually-existing 
democratic social citizenship, and to 
foreclose the expansion of the latter.

II. Clashing Visions of Social 
Protection

As Christopher Webb aptly observes, 
the pandemic has brought to the fore 
clashing visions for the future of social 
protection.9 Early on, governments rushing 

out emergency aid measures for people 
affected by lockdowns raised hopes of 
a transformation of social policy. Civil 
society groups and organized labour in 
global North and South sought to press 
for expanded forms of social protection 
funded through progressive taxation on 
the back of these measures. Meanwhile, in 
Webb’s words, we can also see the growing 
prominence of a ‘coalition of financial 
institutions, technology companies and 
development institutions who see this as 
an opportunity to further the inclusion 
of the poor into financial markets’. The 
World Bank and major donors seized on the 
pandemic to push for the closer integration 
of mobile and digital payment systems, and 
digital identity verification systems, with 
public systems for social protection.

Shortly before the outbreak of the 
pandemic, the World Bank had launched 
the ‘G2Px’ initiative, together with the 
Gates Foundation, aiming to encourage 
wider adoption of digital payment and 
digital identity systems in administering 
state transfer payments in the global South. 
The outbreak of COVID-19 presented a 
singular opportunity to press this project 
forward. Digital payments were framed in 
the early days of the pandemic as means 
of delivering emergency social assistance 
while minimising physical contact. They 
were also more generally presented as a way 
of facilitating more rapid distribution of 
emergency aid. World Bank officials argued 
that ‘countries with advanced G2P payment 
ecosystems are able to push transfers out 
with lightning speed’.10 By contrast, ‘In 
countries where investments in payment 
infrastructure and DFS have not yet been 
made and where regulations have not been 
modernized, scaling up G2P and continued 
access to financial services will be more 
difficult’.
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Yet G2Px is clearly aiming for more 
thoroughgoing change to social protection 
systems than simple faster delivery of 
state transfers. In at least two ways. The 
digitalisation of G2P payments is very 
explicitly seen by the Bank and others as a 
way of expanding the use of digital financial 
services in general. The Bank’s officials have 
made little secret that the wider purpose of 
digitising emergency G2P payments is to 
ramp up adoption of digital financial tools 
more broadly: ‘the crisis may represent an 
opportunity to fast track changes already in 
the works in areas such as interoperability 
and mobile money adoption and DFS in 
general’.11 Equally, as I’ll show further in the 
next section, G2Px and like projects imagine 
social transfers as a hyper-targeted, residual 
‘safety net’ to be used primarily to manage 
emergencies rather than, say, a mechanism 
for redistribution.

The digitization of G2P payments 
threatens to create new private digital 
authoritarianisms, in at least two ways. 
First, digitalization efforts often also 
encode particular approaches to social 
protection, based on the rapid disbursal 
of highly targeted emergency assistance, 
often with the primary aim of increasing 
participation in the formal financial system, 
over universal forms of social provision. 
Second, digitalization efforts have often led 
to the privatization by stealth of significant 
portions of social protection systems, 
leading to entrenched private sector 
monopolies that are difficult to displace, 
and the erosion of state capacity.

III. Removing Social Transfers 
from Democratic Challenge

The focus on targeting, the blurring of 
‘financial inclusion’ objectives with social 
protection, and emphasis on using social 
transfers to expand ‘access’ to financial 
services ultimately threaten to entrench 
a particular set of assumptions about the 

aims and objectives of social transfers. 
Deliberately or not, projects of digitalization 
in their current form threaten to entrench 
and depoliticize, and hence remove from 
democratic challenge, social transfer 
systems designed around some quite 
specific and limited aims.

Much of the work on G2Px emphasizes 
the ways that digital identification, in 
conjunction with machine-learning 
and other tools, might enhance public 
authorities’ ability to target the delivery of 
social assistance.12 In one flagship report 
for the programme, the World Bank notes 
that one of the chief benefits of adopting 
digital identification procedures in G2P 
payments is that ‘the ability to cross-
check various databases using the unique 
identifier has made it possible to increase 
the precision of targeting’.13 The digitisation 
of social assistance, then, is tied directly to a 
particular vision of social protection based 
on the rapid, targeted delivery of emergency 
cash assistance to those most in need, 
coupled with a constant vigilance for fraud, 
waste, and duplication. 

The blurring of social protection with 
financial inclusion should also give us 
pause. As noted above, the wider adoption 
of digital financial services is increasingly 
spoken about in G2P debates as an end 
in itself. This is a problem. Not only do 
the benefits of financial inclusion for 
poverty reduction remain ambiguous 
and contested,14 but prioritizing financial 
inclusion entails to a considerable degree 
entrenching a set of objectives quite 
different from those of democratic social 
citizenship in social transfer systems. 

It’s also worth noting the new kinds of costs 
such programmes might impose on targeted 
populations. If mobile and digital payment 
systems are indeed faster and cheaper for 
banks and governments, this is in no small 
part because they offload some processing 
and transaction costs onto users’ devices. 
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At bare minimum, using a mobile or digital 
payment system to access social assistance 
requires access to a mobile phone and 
airtime. Marco Haenssgen, writing in the 
context of mobile health applications, 
describes the compulsion for marginalized 
people to buy and maintain mobile devices 
in order to maintain access to health 
services as establishing a kind of ‘tyranny 
of technology adoption’.15 Much the same 
arguably applies to social transfers if people 
have no choice to but to pay for phones in 
order to access key services or entitlements. 
The Bank’s discussions of G2P payments 
often hint at an awareness of some of the 
possible exclusionary impacts of greater 
reliance on digital finance to deliver social 
assistance. But responses thus far have 
often centered on behavioural science-
themed efforts to alleviate ‘mistrust’ of 
digital services.16 Tying social transfers to 
‘financial inclusion’ aims also at least opens 
the door for new kinds of predatory and 
exploitative practices -- as shown further in 
the South African case below.

Deliberately or otherwise, then, the 
digitalization of social transfers -- at least in 
the form pursued through G2Px -- threatens 
to displace emergent forms of democratic 
social citizenship into limited, inflexible, 
even exploitative privatized forms. It 
threatens, in short, to create new privatized 
digital authoritarianisms, combining 
disciplinary surveillance and hyper-
targeted emergency aid, and redirecting 
the aims of social transfers away from 
meeting the entitlements of democratic 
social citizenship and towards expanding 
participation in the formal private sector. 
Digitalization also threatens to create 
privatized payments infrastructures which 
are difficult to displace.

IV. Case Study: Net1 in South 
Africa

The history of South African payments firm 
Net1 is instructive.17 Net1 is a South African 
fintech company, and a pioneer of biometric 
cash transfer services. By 2012, through 
a subsidiary named Cash Paymaster 
Services (CPS), it was responsible for the 
administration of virtually all of South 
Africa’s expansive system of social grants. 
Notably, Net1 was heavily supported by the 
World Bank through the Bank’s private-
lending arm, the International Finance 
Corporation, and was frequently cited as a 
model of digitally-enabled social provision 
that encouraged wider financial access.18

Net1 and CPS’ role in administering the 
social grants quickly became increasingly 
controversial, both because of actual or 
alleged irregularities in the tendering 
process, and because it was linked to 
facilitating exploitative lending practices. 
Net1 leveraged its near monopoly control 
over the distribution of social payments 
through CPS in order to aggressively market 
loans to transfer recipients. Net1 used 
its position managing the flow of social 
transfers into recipients accounts to deduct 
loan payments from transfer payments 
directly.19 As Erin Torkelson puts it, ‘Funded 
by the state, Net1 turned social grantees into 
a lucrative and risk-free market’.20 

While the South African government 
came under increasing pressure to drop 
Net1’s contracts to deliver social grants, 
particularly after a Constitutional Court 
ruling in 2014 that those contracts had 
been tendered illegally, it took until 2018 
to replace Net1. Breckenridge stresses 
that Net1 was able to ‘lockin’ the state’s 
dependence on its services in order to 
deliver social grants: ‘For millions of 
the most vulnerable people—especially 
those living in the poorest regions of the 
country—only Net1 can deliver the grants’.21 
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Digitisation of social protection, in short, 
runs the risk of entrenching the role of 
private finance and technology firms in 
ways that entrench exploitative practices 
and undercut the capacity of the state, 
making them very difficult to undo.

Problems of this kind linked to the 
digitalisation of welfare state systems 
are not confined to developing countries, 
either. As Rosie Collington has recently 
documented in detail with respect to 
Denmark, the digitalisation of social 
protection schemes has gone hand in hand 
with piecemeal processes of privatisation 
and retrenchment. Digitisation has been 
accompanied by the transfer of critical 
administrative infrastructures to private 
actors. Paradoxically, while digitalisation 
has typically been justified in terms 
of improved ‘efficiency’ and speed, 
‘public sector capacity, and hence the 
ability to achieve public goals, has been 
undermined’.22

V. Digitalizing Social Protection?

Digitalizing some aspects of social 
protection administration might under 
some circumstances be beneficial. Whether 
this is the case, however, is profoundly 
contingent on questions of ownership, 
capacity, and of basic aims. Philip Alston, 
the Special Rapporteur to the UN Human 
Rights Council on Extreme Poverty and 
Human rights, has argued that digitalization 
is often used as a ‘trojan horse’ for welfare 
retrenchment.23 He suggests, usefully, that 
‘Instead of obsessing about fraud, cost 
savings, sanctions, and market-driven 
definitions of efficiency, the starting point 
should be on how existing or even expanded 
welfare budgets could be transformed 
through technology to ensure a higher 
standard of living for the vulnerable and 
disadvantaged’.

In its present form, the digitization of 
social transfers carries a very real threat 
of creating new privatized digital forms 
of authoritarianism -- undermining 
or circumscribing emergent forms 
of democratic social citizenship, and 
entrenching private monopolies over the 
delivery of significant state functions.

It ultimately matters a good deal who 
owns and provides the plumbing for social 
payments infrastructures. A payments 
infrastructure which is controlled by a 
handful of monopolistic firms, designed 
around principles of surveillance and 
targeting, and which shunts key costs of 
operation onto users is likely to do more 
harm than good. As the case of Net1 in 
South Africa shows especially clearly, 
ceding control over key infrastructures to 
private companies makes them exceedingly 
difficult to change or displace. Digital social 
protection systems must, as a starting 
point, be publicly owned in order to be 
democratically controlled.
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I. Digital-First States

In The Network State (TNS), a book by 
the influential technology entrepreneur 
and investor Balaji Srinivasan, the author 
envisions the creation of digital-first states 
with blockchain technology serving as its 
“backbone”.1 Network States, Srinivasan’s 
argument goes, would emerge from “a 
highly aligned online community with 
a capacity for collective action that 
crowdfunds territory around the world and 
eventually gains diplomatic recognition 
from pre-existing states”.2 There are at least 
two major reasons why policy makers and 
scholars concerned about the rise of digital 
authoritarianism should pay attention to 
the concept of The Network State. 

First, there are key differences between 
TNS and earlier libertarian exit projects. 
TNS has attracted sizable interest online, 
particularly in the short period since the 
eponymous book was published.3 The view 
that a state-building project must first 
involve cultivating a community of people 
aligned around a moral innovation before 
the acquisition of land already marks a 
departure from earlier libertarian projects 
like Roatán Próspera in Honduras4 or 
Satoshi Island in Vanuatu.5 The latter group 
of projects focused on land acquisition 
first, and community building second. They 
sought to acquire land and enact favorable 
legislation to build private “charter cities” 
and crypto-economies to attract a global 
well-heeled community to a “crypto-
utopia”.6 Many of these projects fizzled 

out or never gained momentum in the first 
place. By focusing on community-building 
around one cause or moral premise—what 
Srinivasan calls “one commandment”7—
TNS is able to tap into anxieties 
about global crises, and the decline of 
communities and trust across a wider 
range of people than crypto-enthusiasts.8 
Conversely, TNS is also distinct from The 
Silk Road—a dark net platform with a 
libertarian community and social norms—
that has also been compared to a (proto-)
state as TNS does not merely advocate 
withdrawal from the state, but actively 
seeks to acquire territories within existing 
states.9 The appeal of the ideas espoused 
by TNS can be seen in initiatives like the 
Praxis Society, which plans to initially 
develop a community of like-minded 
individuals before acquiring territory 
on the Mediterranean coast.10 There is 
still financial interest in libertarian exit 
projects,11 so the growth of network states 
can be anticipated in the coming years.

Second, beyond its nascent popular appeal, 
academics, particularly those subscribing 
to agorist counter-economics12 or belonging 
to the school of Austrian economics,13 have 
written positively about the benefits of 
being able to choose between competing 
governance and regulatory systems 
through territorial (i.e., leaving a territory) 
and non-territorial exit (i.e., switching 
to another system without leaving a 
territory). The opportunities afforded 
by the use of encryption technologies 
associated with blockchains to escape 
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detection by nation-states is seen as being 
particularly promising. “Cryptosecession” 
can realize the benefits of people being 
able to switch political jurisdictions as 
easily as changing their IP addresses with 
a VPN, and gradually removes “items 
from the bundle of government goods and 
services, and reassign[s] them to diverse, 
increasingly non-territorial public and 
private enterprises”.14 Whether successful or 
not, in the view of authors like MacDonald, 
cryptosecession projects can curb the 
alleged “fiscal exploitation” of states and 
improve legacy systems.15 

This paper, after providing a brief 
overview of the concept of TNS, presents 
a critical analysis of how this nascent 
political project conceives state building 
and demonstrates the potential it has for 
creating a form of technocratic despotism. 
In short, it institutes a governance system 
that, at first blush, provides near-limitless 
choice but in reality enables the unchecked 
exercise of power by technical experts, 
including in abusive ways.  In lieu of exit-
based governance and opt-in consent, this 
paper concludes by stressing the need for 
voice-based, multistakeholder governance 
for digital communities. I now turn to a 
brief overview of The Network State. 

II. The Network State

TNS builds on the premise that nation-
states are neither good nor are they 
reformable; with it being easier to start 
a new state than engage in the politics 
necessary to change existing ones.16 These 
new states provide blank canvases for 
economic and governance systems that 
incumbent states are not equipped to 
provide and technological innovations that 
they would not permit. This is why, in his 
view, network states are needed.

The book defines the concept as follows:

“A network state is a social network 
with a moral innovation, a sense of 
national consciousness, a recognized 
founder, a capacity for collective 
action, an in-person level of civility, an 
integrated cryptocurrency, a consensual 
government limited by a social smart 
contract, an archipelago of crowdfunded 
physical territories, a virtual capital, 
and an on-chain census that proves a 
large enough population, income, and 
real-estate footprint to attain a measure 
of diplomatic recognition.”17 
[emphasis added]

A network state is the result of a succession 
of overlapping steps and milestones. The 
network Srinivasan has in mind begins 
with a group—a “startup society”— that is 
socially connected, digitally networked, and 
geographically dispersed. The members of 
this network opt-in to join but entry is not 
completely free of any conditions and he 
countenances the possibility of expulsion 
for “bad behavior”.18 The network is 
organized around a moral purpose rather 
than profit. This is because, like libertarian 
founders such as Michael Oliver before 
him, he sees “missionary societies” as being 
more likely to survive than “mercenary” 
societies.19 

Yet, a single moral innovation is not enough, 
as it is only through feelings of sharing 
other similar values and being able to act 
on these values through group agency that 
a startup society can gradually develop 
into what Srinivasan calls a “network 
union”.20 This is why he stresses the need 
for a national consciousness and the 
capacity to act collectively. The reader 
should not be under any illusions that this 
collective action will be bottom up and non-
hierarchical, as “[a] state, like a company, 
needs a leader…it’s important to have a 
recognized founder, one that people actually 
listen to and choose to follow by joining the 
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community”.21 Channeling Carl Schmitt, 
the author contends that only recognized 
leaders can resolve contentious disputes 
and more democratic arrangements cannot. 
Community members consent to this 
governance arrangement by the very act of 
signing a “social smart contract” and agree 
to give this leader “limited privileges over 
the user’s digital life”.22 This leader will 
ensure that the purpose of the community 
will be preserved and subsequent steps are 
taken to transform the network union into 
a network state. How will the leader be held 
accountable? Through the opportunity to 
exit. While he claims that network states 
will have a “decentralized administration”, 
his vision of its governance appears to 
be distinctly techno-authoritarian as it 
comprises a founder/chief executive and 
their engineers, who write prescriptive 
and proscriptive laws in code, and have 
them enforced through cryptography.23 To 
pre-empt accusations of opening the door 
to abusive leadership, he argues that an 
oppressive network would not be able to 
gain or retain citizens. 

However, the very issue with digital 
communities, even if passionate about 
a certain subject, is that they are fluid 
and have a constant churn of members, 
enabled by this very ability to exit. Trust 
needs to be built within the community 
through, for instance, in-person meetings. 
While allowing for exit, to proceed in 
the development of a network state 
there needs to be a means of objectively 
and convincingly authenticating the 
membership and assets of a community 
at any given time. An integrated 
cryptocurrency and its underlying 
blockchain become important in this regard 
as it can serve as the tamper-resistant, 
constantly updated record-of-truth of the 
digital state and its virtual capital, for uses 
ranging from acting as a means of payment 
and exchange to the administration of 
records, registrations, and asset ownership 
to identity verification and community 

censuses. Cryptocurrency is thus essential 
for network states as it won’t be possible to 
have true sovereignty without a sovereign 
digital currency.

As a core community of people coalesces, 
and accumulates assets, it is possible to 
transition from being a network union to a 
“network archipelago”,24 by crowdfunding 
the acquisition of properties in different 
parts of the globe. However, the idea is not 
just limited to acquiring properties ranging 
from apartments to islands, it is also to 
physically lock out those who do not belong 
or those who have lost their privileges. 
Srinivasan uses the example of a door 
that can only be unlocked with their ENS 
name, i.e., their blockchain-native username 
associated with their Ethereum public 
address. 

Finally, if a network archipelago has 
gathered enough clout through its 
acquisition of aligned people, capital, and 
real estate it is possible and essential for it 
to negotiate diplomatic recognition from 
other states. For Srinivasan, diplomatic 
recognition is what makes network states 
“real”25 and it is the only possible means to 
prevent invasion from other states at will. 

His ultimate example of a network state is a 
US Food and Drug Administration (FDA)-
free zone where people can try to develop 
life-enhancing biomedicine. It would need 
diplomatic recognition so that its authority 
to be exempt from the laws of the FDA are 
not compromised by other states. Bitcoin 
(i.e., the peer-to-peer currency and payment 
system) and blockchain technologies are 
not only essential to this project, they are 
seen as making its success inevitable, as 
they cannot be shut down and can continue 
to operate in areas that are outside of the 
control of states. In the following section, I 
present three main criticisms of the concept 
of the network state.
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III. Critique of the Network State

Firstly, recreating states in the image 
of technology startups leads to unjust 
legal and governance systems.26 
“Cryptostatecraft” is not an uncommon 
aspiration among techno-libertarians27 as 
others have also had fantasies of nation-
states splintering into “gov-corps” ruled by 
CEOs.28 For its proponents, cryptostatecraft 
is desirable as developers ostensibly want 
to build and politicians want to exert power 
over others.29 However, cryptostatecraft 
ignores the nature of power that would 
exist in these communities, the forms 
of (venture capital) finance that would 
exert influence on its prerogatives, and 
the sinister implications this startup-
centric view holds for governance and 
law enforcement. In this vision, it would 
be an opaque ‘Network’ that would be 
the Leviathan that ensures humans in 
the network state act in prosocial ways, 
rather than God or the State.30 While 
the Network Leviathan is presented as a 
fusion of cryptography and community 
(with a murky system of governance), 
it is the function of Bitcoin that is most 
pronounced: through its very existence as a 
technology that cannot be fully constrained 
by any one state it becomes a “government 
of governments”, providing people with 
alternatives to governments that cause 
inflation and seize private property.31 By 
design, communities are supposed to enjoy 
the freedoms of “Pax Bitcoinica” and, 
unlike in real liberal democratic states, have 
no say in its rule or capacity to question 
its merits. Implicitly, this regime silences 
dissent and difference of values.32 The 
absence of voice mechanisms is especially 
pernicious as network states will continue 
to have the same “division of labor” needed 
for capitalism to function,33 but without 
the countervailing forces that are needed 
to prevent exploitation. As a result, the 
concept of citizenship, which in practice 
has already become contingent on the value 
of marketable skills in some countries,34 

will be further commodified and decoupled 
from political rights. 

In network states, “[l]aw enforcement”, 
will be able to “flip digital switches as 
necessary to maintain or restore domestic 
order, just like the sysadmins of today’s 
tech companies’’.35 Due process, the rights 
of representation, and other hard-fought 
protections —conceded even by Locke 
in describing spontaneous, voluntary 
associations36—-would seemingly be 
eliminated upon entry into this jurisdiction 
of a network state. The experience of 
charter city projects like Roatán Próspera, 
where the Honduran Constitution and 
local laws were changed to grant these 
projects significant regulatory autonomy 
from the state, shows that such a political 
jurisdiction is possible.37 Through the 
techno-solutionist hype of network states, 
even more physical space will be converted 
into what Kitchin and Dodge call ‘Code/
Space’, in which “software and the spatiality 
of everyday life become…produced through 
one another”.38 In other words, physical 
space will not be usable as intended without 
properly functioning code. While this might 
create new conveniences for a few—like the 
‘internet-enabled’ modular homes being 
built on Satoshi island—it will also create 
new zones of exclusion for people who do 
not have the power or privilege to dream of 
network states.

Second, opt-in consent is an inadequate 
basis for legitimate governance. 
According to TNS, the fact that people 
would freely and voluntarily consent to 
join a network state is to be proof that 
its governance is legitimate and that it 
can exercise power over people. This 
understanding of legitimacy is predicated 
on a contractualist understanding of 
legitimacy which can arise simply through 
tacit consent.39 There are three reasons 
for questioning this claim. Firstly, freedom 
of contract and association are not 
without limits, and even in the contracts 
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that Srinivasan analogizes network state 
contracts with—employment contracts, 
among others—there are contracts that 
are void because their substance is illegal 
(e.g., slavery) or violates principles of 
non-discrimination.40 Secondly, potential 
citizens may not understand the terms of 
their “social smart contract” and thereby 
enter into arrangements they did not 
expect.41 Imagine, for instance, a network 
state formed to support refugees: does 
a refugee who cannot go anywhere else 
give actual quality consent to, for example, 
having their irises scanned each time 
they want to share a medical record with 
a health professional? It is possible that 
they have no other choice but to consent, 
even when they do not understand the full 
implications of such data sharing.42 Tacit 
oral consent or even the use of private keys 
to sign a transaction would appear to fall 
short of actual quality consent in such a 
situation. Thirdly, examples such as these 
show how remaining within a particular 
territory, should not in itself be read as 
tacit agreement to obey a particular social 
contract as they would lead to unjust 
outcomes: most people have no choice but 
to remain as there is nowhere to go.43 The 
consensual government of TNS, given the 
nugatory role of deliberation, would have no 
space for giving refugees a voice in setting 
the terms of the social smart contract or 
amending it. Instead, when challenged, 
as with earlier voluntary platforms with 
ideological goals like The Silk Road, the use 
of opt-in consent takes on authoritarian 
undertones: “Whether you like it or not, I 
am the captain of this ship…[Ross Ulbricht, 
the founder of The Silk Road wrote to a 
disgruntled user]...You are here voluntarily, 
and if you don’t like the rules of the game, 
or you don’t trust your captain, you can get 
off the boat”.44  In such situations and many 
others like it, the choice to opt-in may be an 
illusion and instead be a form of coercive 
control. 

Third, exit-based governance has 
significant limitations. To explain the 
benefits of exit, Srinivasan presents 
the example of runxue, a movement of 
disaffected Chinese citizens who study ways 
to leave China following the imposition 
of COVID lockdown measures. We can 
see that exit has a protective function 
(i.e., by enabling Chinese citizens to act 
in self-defense), an expressive function 
(i.e., by demonstrating their discontent), 
and an individual autonomy-enhancing 
function (i.e., by allowing them to self-
determine their own lifepath).45 Friedman 
adds that there are other advantages 
of exit-based governance, such as exit 
being less epistemically demanding on 
individuals compared to voice as they don’t 
need to speculate on the implications of a 
governance problem on others or consider 
the best potential solution.46 Those exiting 
only need to rely on local and relatively 
reliable knowledge that they experience 
themselves.47  

However, even advocates for exit-based 
governance concede that for it to be 
feasible, there needs to be some comparable 
space to escape to, and even more 
importantly, it requires an extensive form 
of redistribution that would make exit 
affordable—something “far more ambitious 
than a universal basic income”.48 As Craib 
powerfully puts it: “Preferential exit under 
radically unequal conditions, is not benign 
withdrawal in the pursuit of autonomy and 
self-government but a continuation of class 
warfare by other means”.49 As redistribution 
is not countenanced by TNS, and there 
are significant costs in starting a startup 
society, in all likelihood exit will only be 
between startup societies created by rich 
founders.50 

Despite exit being considered by many 
techo-libertarians as the only fundamental 
right humans should have,51 TNS offers 
little guidance on the terms and conditions 
of exit. As citizens of network states have 
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no say in setting the rules of governance, 
or the rules to change rules,52 restrictive 
conditions and penalties could be set on 
exit without its outright prohibition.53 
A ‘price’ of exit might be, for instance, 
a non-disclosure agreement forbidding 
discussion about the reasons for exiting 
or the activities of the network state. The 
particular circumstances of each network 
state can also affect the feasibility of exiting 
from certain activities. Some activities do 
not lend themselves to exit as their results 
can’t be iteratively corrected elsewhere—
like risky biomedical procedures that can 
be potentially lethal.54 Other activities 
can’t be exited easily because of the time-
commitment and costs involved, making it 
infeasible to start again elsewhere. 

The opportunity to escape online into an 
open metaverse thus offers little comfort 
as it is an option open to relatively few. Yet, 
should a network state fail in achieving its 
purpose, it is those founders and members 
who have powerful passports that will be 
able to readily abandon the network state, 
leaving those less fortunate on the hook 
with nowhere to go. 

IV. Alternative Imaginaries

Network states, like the metaverse before 
it, are ‘hyperstitional’, in the sense that 
their very existence as ideas help generate 
the activity and resources that bring it 
into being.55 However, concepts such as 
TNS risk bringing into being a form of 
technocratic despotism because of the 
three reasons mentioned in the previous 
section. There are at least five domains, 
operating at different scales, in which the 
battle to institute voice over exit-based 
governance needs to be fought. These 
are: the geopolitical domain (i.e., between 
nation-states and between nation-states 
and networks), the protocol domain (i.e., 
the technical layer of networks), the nation-
state domain, the civil society domain, and 
the business domain. Active and inclusive 

multi-stakeholder governance, drawing 
on a wide variety of innovations by multi-
stakeholder networks, cooperatives and 
commons,56 could be drawn on to inform 
the voice-based mechanisms in each 
domain. Various technologies could be 
deployed to enable multi-stakeholder 
governance, including blockchains, but 
this alternative would not elevate any 
technology to the status of globe-spanning 
Leviathan.

The book, Networked Governance of Freedom 
and Tyranny, offers valuable lessons on 
multi-stakeholder governance in networks 
in the context of state-building in newly 
independent countries like Timor-Leste. 
The authors show how polycentric network 
governance among many actors was crucial 
to securing Timor-Leste’s freedom, but to 
uphold civic republicanism, these networks 
needed constant renewal and a more 
extensive separation of powers beyond the 
traditional three organs of state. Feminist 
networks and other indigenous institutions 
had important functions in securing these 
checks-and-balance.57 Such approaches 
are not—as charged by Friedman—
epistemically demanding as they rely 
on local knowledge, yet the use of voice 
rather than exit allows for this knowledge 
to be shared and better decisions to be 
made. Research that explores alternative 
imaginaries to network states such as 
communations/coordi-nations is underway, 
and should receive closer attention from 
those interested in solutions to the rise of 
digital authoritarianism.58
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I. Platform Uses and Abuses

Recent applications of OpenAI’s Generative 
Pre-trained Transformer (GPT) family 
of large language models that predict 
word sequences have sparked debate 
on the potential uses and abuses of a 
technology that produces plausible text on 
demand. The technology has been tested 
academically1 and via court judgments,2 
and questions have been raised about the 
content and quality of the artificial agent’s 
output and the dangers of reproducing 
societal harm, as technologies such as facial 
recognition have done in the past.

In developing its products, the technology 
industry follows a “big is better” model, 
thinking that the more data models are 
trained on, the more accurate their output 
will be. However, additional training 
for data models also drives increased 
computational and human resources.3 The 
latest of OpenAI’s language models, GPT-4, 
and its applications, such as ChatGPT, use 
billions of parameters.4 These data were 
scraped from easily accessible internet sites 
and platforms, but this approach raises 
concerns over potentially harmful content 
in the source material.

OpenAI has faces the same problem as 
many other companies producing data-
intensive technologies. As the current 
paradigm of artificial intelligence (AI) 
requires large amounts of data, it is unclear 

how companies can ensure the quality for 
their products. In other words, how can they 
prevent their technology from reproducing 
societal harms? Many companies have hired 
workers to address this issue. Social-media 
platforms such as Facebook have hired 
workers to take down specific posts, and 
more recent AI companies have hired them 
to generate and transform their datasets. 
Many companies see outsourcing labor to 
lower-income countries as a cost-effective 
solution that reduces production costs. 
However, in doing so, they are once again 
prioritizing data quantity over its quality.

I focus on the relationship between labor 
and data quality, especially in instances 
where the generation, annotation, and 
verification of data is outsourced through 
digital platforms. My main argument is that 
higher quality data requires better working 
conditions because engaged employees 
whose labor rights are respected provide 
feedback for improving data quality. In 
the first part of this paper, I explain the 
significance of labor in producing data for 
AI. Then, I will discuss how the industry 
conceives of the epistemic problem of data 
production and how the power imbalances 
in platform labor play a role in this process. 
The final part of the paper presents 
recommendations for circumventing 
epistemic authoritarianism in data 
production and increasing the quality of 
data produced through labor outsourcing.
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II. Outsourced Labor as the 
Hidden Ingredient for Artificial 
Intelligence

In 2005, Amazon launched Mechanical 
Turk, the first major outsourcing platform, 
as a form of “artificial AI” intended to 
distribute tasks related to data production.5 
Its name comes from an 18th-century 
automaton that seemed capable of playing 
chess but was in fact controlled by a human 
concealed inside.6

This platform, and those that came later, 
responds to the need of AI techniques such 
as machine learning for data and evaluation. 
Supervised learning requires labeled 
data, and reinforcement learning requires 
evaluation. The technology industry, 
therefore, relies on humans to provide data, 
annotate it, and verify algorithm outputs.7

The need for contemporary technology 
companies to reduce production costs 
pushes many to rely on business process 
outsourcing (BPO) companies or digital 
platforms for their data work.8 The 
former is not the focus of this paper but 
is worth mentioning. BPO companies are 
popular mainly for content moderation 
and algorithmic-verification tasks, and 
they provide physical infrastructure 
and workspaces for their employed data 
workers. One example is the company Sama 
(previously named Samasource), which 
employs workers in Kenya and counts 
OpenAI among its clients.9 Data-production 
BPO companies are located all over the 
world, including India and the Philippines,10 
Argentina and Bulgaria,11 and the US.12

Platforms are primarily headquartered 
in countries with advanced economies 
but hire workers from around the world 
and specialize in different aspects of 
data production. Some are internal to 
major technology companies. In addition 
to Amazon’s Mechanical Turk, there 

are Google’s Raterhub and Microsoft’s 
Universal Human Relevance System. Other 
major players in this ecosystem include 
Australia’s Appen, Canada’s Telus.ai, 
Germany’s Clickworker, and the US-based 
Scale, which recruit workers and provide 
them with annotation tasks from other 
platforms, such as those offered by Google 
and Microsoft.

Workers on these platforms perform four 
types of tasks, as originally described by 
Tubaro et al.13 and detailed by Miceli and 
Posada14 in our analysis of over 280 task 
instructions received by workers. First, 
platforms provide data generation, where 
workers perform tasks ranging from 
inputting data to capturing photos, videos, 
and sound recordings of their surroundings. 
For example, workers can be tasked with 
taking photos of themselves in certain 
positions to train an algorithm to identify 
them. Second, platforms provide data 
annotation, where workers categorize and 
give meaning to data. One common task 
workers perform for autonomous vehicles, 
for example, is to identify bodies, such as 
pedestrians, buildings, and other vehicles, 
that can be encountered while driving. 
Third, platforms provide evaluation of 
algorithmic outputs by, for example, having 
workers moderate data for ChatGPT.15 
Fourth, platforms provide impersonation of 
artificial agents, as in the observed case of a 
worker impersonating a chatbot for a major 
social-media company.

The persistence of labor in creating and 
regulating autonomous agents poses 
several questions. First, do the many 
workers involved in the data-production 
pipeline work under decent conditions? 
Second, are there high standards of data 
security and privacy, particularly when 
data are transferred among different users 
globally? Third, does the data-production 
process prevent the propagation of harmful 
content, especially when data generation, 
annotation, and verification create 
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meanings or ways of seeing the world that 
will later be distributed by algorithms? 
In the next section, I will explore the 
interrelations between labor rights, data-
security standards, and harm avoidance, 
arguing that companies cannot achieve 
high-quality data without paying close 
attention to the social processes involved in 
producing data.

III. The Ground Truth Problem and 
Platform Power

When reading dozens of instruction 
documents for data work, my research team 
and I were struck by how many of them 
included managerial elements constantly 
reminding the workforce that, if they did 
not perform the tasks according to the 
clients’ design, they would be banned or 
expelled from the project. In interviews, 
workers led us to realize that, though most 
of the tasks were easy and straightforward, 
some generated disagreement. For example, 
when moderating social media posts, a 
Latin American worker disagreed that 
anti-immigration rhetoric advocating 
the removal of all immigrants from the 
US should be protected under freedom 
of speech. We also encountered complex 
issues, such as determining the boundaries 
for “adult content” and issues related 
to the racial and sexual classification of 
humans. Thus far, companies can largely 
self-govern. Although they follow some legal 
and commercial guidelines, classification 
decisions are almost left entirely to their 
discretion.

In managing workers algorithmically and 
including threats in their instructions, 
platforms aim at reducing worker bias, a 
particular problem the data-production 
industry faces when distributing tasks 
around globally. Managerial algorithms 
ensure that results do not deviate 
from what clients consider correct 
information or ground truth, a term used 

in the computation and information 
field. However, as we observed, data 
classification, especially human and social 
classification, is subjective and potentially 
contestable and harmful. Even seemingly 
straightforward classifications, such as a 
person crossing the street in an image for 
autonomous vehicles, can have different 
labels. Companies tend to classify them 
as “pedestrians,” but such a generic label 
could preclude manufacturers and their 
vehicles from considering the particular 
needs of people who could be labeled as a 
“child,” “person in a wheelchair,” or “elderly 
person.”

Managerial algorithms try to reduce worker 
bias by imposing specific conceptions 
of ground truth; they also try to reduce 
risks arising from alienating workers and 
discouraging feedback. One key difference 
between smaller data production in BPO 
companies, which generate data with in-
house labelers, and larger platforms, which 
generate data with freelancers, is that BPO 
worker engagement and feedback reduce 
errors and improves data quality and 
security.

A recent article in MIT Technology Review 
reported that workers in Venezuela hired 
by US-based Scale AI leaked photos 
of individuals in private settings, such 
as in their home bathrooms, taken by 
development versions of the Roomba, 
iRobot’s robot vacuum cleaner.16 The 
company equips these robots with a camera 
for visualizing their surroundings, and 
photos from test sites were sent to data 
workers so they could label the objects in 
houses. I documented a potentially related 
episode in which workers were not told 
what the images they were working on were 
for and flocked to unmoderated forums on 
social media to denounce and comment on 
potential privacy concerns without risking 
retaliation from their employers.17
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The fear of being “deactivated” or “banned,” 
terms many platforms use for dismissing 
a freelance worker, is constant among the 
dozens of workers we interviewed in Latin 
America. As platforms’ operations are 
largely unregulated due to the international 
nature of their transactions, governments 
and clients do not necessarily compel them 
to abide by labor laws and regulations. 
Workers, who are usually located in low-
income countries and paid a few cents 
per task, can be fired without recourse 
or explanation. Some platforms, such as 
Australian-based Appen and Canadian-
based Telus.ai, are starting to implement 
contracts with some workers, but this 
practice is far from being the norm in  
the sector.

My research project on the platformization 
of data production has led me to conclude 
that labor rights and data quality are 
interrelated. By quality, I mean the capacity 
of data to yield insightful actionable 
outcomes without reproducing societal 
harms. Thus far, the industry has relied on 
underpaid and exploited workers to cost 
effectively produce data. Companies then 
utilize managerial algorithms to reduce 
this alienated workforce’s “bias,” but those 
algorithms reproduce the “ground truth” 
(i.e., the bias) of particular clients and risk 
the security of the data, which can carry 
sensitive personal information. In the 
next section, I present some actionable 
recommendations to the issue of platform 
authority.

IV. Recommendations for Data 
Quality

Advanced AI systems are continuing to 
perpetuate biases and societal harms, 
which makes the quest for high-quality data 
urgent. High-quality data can be achieved 
in many ways, but here I will underline 
three methods that relate to data work: 
ensuring fair-work principles are respected 

throughout the data-production pipeline; 
engaging a variety of voices, including 
those of workers, in AI development; and 
supporting worker-oriented enterprises.

1. “Labor is not a commodity” is the 
founding principle of the UN’s 
International Labour Organization. Yet, 
the rise of the gig economy has enabled 
the unparalleled commodification of 
work across myriad sectors, including 
data production. As decent work is one 
of the UN’s development goals, data-
based technologies cannot continue to 
rely on precarious workforces. Thus, 
AI developers, platform companies, 
and regulators should ensure fair-work 
principles are respected throughout 
the data-production process. The 
Fairwork Project, a research-oriented 
initiative from the University of 
Oxford inspired by the Fairtrade 
movement, has evaluated different 
labor platforms across the globe 
according to the five principles of fair 
pay, conditions, contracts, management, 
and representation.18 To date, none of 
the platforms evaluated has achieved 
a perfect score, meaning none of them 
implements the minimum standards for 
working conditions. Building upon Clark 
and Hadfield’s concept of regulatory 
markets for AI, where independent 
expert institutions inform the public of 
compliance with regulations,19 I argue a 
thorough evaluation of data-production 
platforms, either through government 
action or independent research, could 
elucidate the working conditions 
across the sector and inform different 
stakeholders, including AI companies, 
and thereby potentially induce a race to 
the top and thus compliance with labor 
rights and laws.

2. Data quality is also a question of 
governance. The case of outsourced 
data production links discussions on 
data, platforms, and AI governance. For 
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example, digital platforms have created 
internal governance mechanisms 
such as Meta’s Oversight Board for 
content moderation policies. External 
governance has also come in the form 
of regulations such as the General 
Protection Data Regulation. Moreover, 
co-governance mechanisms, such 
as the Global Network Initiative and 
the Partnership on AI, are examples 
of third-party entities that can steer 
policies governing data-based goods and 
institutions.20 I recommend governance 
mechanisms that enable worker input 
in the data-production pipeline. Miceli 
and Posada’s research has shown that 
worker input and feedback on tasks in 
BPO settings are crucial in improving 
data quality.21 Data workers have 
expertise and unique perspectives 
because they handle data directly. 
Their insights could prove crucial 
to identifying errors in generation, 
classification, and verification processes.

3. Ethical AI cannot exist without ethical 
data-production processes that 
guarantee worker well-being. However, 
endeavors that guarantee working 
standards are difficult to conceive and 
operationalize due to a lack of labor 
standards in the data-production 
sector and the race to the bottom that 
characterizes digital labor outsourcing 
because clients expect access to data 
at lower costs. Several impact source 
initiatives, such as CloudFactory, 
iMerit, and Sama, have emerged in 
the data-production sector in recent 
years. However, as Kaye stresses, the 
lack of governance mechanisms and 
involvement from civil society in these 
issues renders the proliferation and 
accountability of such ethical endeavors 
difficult.22 Even supposedly ethical 
organizations have been criticized 
for their labor practices. For example, 
a recent Time article documented 
possible union-busting practices from 

Sama.23 Standards and mechanisms of 
accountability should be created while 
supporting worker-centered initiatives, 
including impact-sourcing companies, 
cooperatives, and not-for-profits, that 
respect the standards mentioned above 
to mitigate the race-to-the-bottom trend 
in platform labor.

In this paper, I have described the 
importance of labor in the production of 
data and the subsequent development of 
data-based technologies such as AI. The 
current system is one of self-governance 
and increasing platform authority, where 
profits are prioritized over high-quality 
data, that is, data that produce insightful 
outcomes without reproducing societal 
harms. There cannot be high-quality data 
and ethical AI systems without respect 
for human rights—including labor rights. 
Therefore, the industry should strive 
to respect fair-work principles, enable 
worker feedback in the data-production 
pipeline, and support worker-centered 
initiatives backed by standards and effective 
governance. These initiatives allow for 
the broader considerations necessary to 
democratize digital spaces and entities, 
including platforms, and reduce power 
concentration among a few entities.
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